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Harnessing forward multiple scattering for
optical imaging deep inside an
opaque medium
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As light travels through a disordered medium such as biological tissues, it
undergoes multiple scattering events. This phenomenon is detrimental to in-
depth optical microscopy, as it causes a drastic degradation of contrast,
resolution and brightness of the resulting image beyond a few scatteringmean
free paths. However, the information about the inner reflectivity of the sample
is not lost; only scrambled. To recover this information, a matrix approach of
optical imaging can be fruitful. Here, we report on a de-scannedmeasurement
of a high-dimension reflection matrix R via low coherence interferometry.
Then, we show how a set of independent focusing laws can be extracted for
each medium voxel through an iterative multi-scale analysis of wave distor-
tions contained in R. It enables an optimal and local compensation of forward
multiple scattering paths and provides a three-dimensional confocal image of
the sample as the latter one had become digitally transparent. The proof-of-
concept experiment is performed on a human opaque cornea and an exten-
sion of the penetration depth by a factor five is demonstrated compared to the
state-of-the-art.

Multiple scattering of waves concerns many domains of physics, ran-
ging from optics or acoustics to solid-state physics, seismology,
medical imaging, or telecommunications. In an inhomogeneous
medium where the refractive index n depends on the spatial coordi-
nates r, several physical parameters are relevant to characterize wave
propagation: (i) the scattering mean free path ℓs, which is the average
distance between two successive scattering events; (ii) the transport
mean free path ℓt, which is the distance after which the wave has lost
the memory of its initial direction. For a penetration depth z smaller
than ℓs, ballistic light is predominant and standard focusing methods
can be employed; for z > ℓs, multiple scattering events result in a gra-
dual randomization of the propagation direction before reaching the
diffusive regime for z > ℓt. Although it gives rise to fascinating inter-
ference phenomena such as perfect transmission1,2 or Anderson
localization3,4, multiple scattering still represents a major obstacle to
deep imaging and focusing of light inside complex media5,6.

To copewith the fundamental issue ofmultiple scattering, several
approaches have been proposed to enhance the single scattering
contribution drowned into a predominant diffuse background5,7,8. One
solution is to perform a confocal discrimination and coherent time
gating of singly-scattered photons by means of interferometry. This is
the principle of optical coherence tomography9, equivalent to ultra-
sound imaging for light. Nevertheless, a lot of photons associated with
distorted trajectories are rejected by the confocal filter while they still
contain a coherent information on the medium reflectivity. Originally
developed in astronomy10, adaptive optics (AO) has been transposed
to optical microscopy in order to address this issue11. Nevertheless, it
only compensates for low-order aberrations induced by long-scale
fluctuations of the optical index and does not address high-order
aberrations generated by forward multiple scattering events. To cir-
cumvent the latter problem, one has to go beyond a confocal scheme
and investigate the cross-talk between the pixels of the image. This is
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the principle of matrix imaging in which the relation between input
and output wave-fields is investigated under a matrix formalism.

While a subsequent amount of work has considered the trans-
mission matrix T for optimizing wave control and focusing through
complex media12–17, this configuration is not the most relevant for
imaging purposes since only one side of the medium is accessible for
most in-vivo applications. Moreover, in all the aforementioned works,
the scattering medium is usually considered as a black box, while
imaging requires to open it. To that aim, a reflection matrix approach
of wave imaging (RMI) has been developed for the last few years18–21.
The objective is to determine, from the reflection matrix R, the
T-matrix between sensorsoutside themediumandvoxelsmapping the
sample22. Proof-of-concept studies have reported penetration depths
ranging from 7ℓs

23 to 10ℓs
19 but the object to image was a resolution

target whose strong reflectivity artificially extends the penetration
depth by several ℓs compared with direct tissue imaging8. Follow-up
studies also considered the imaging of highly reflecting structures (e.g.
myelin fibers) through an aberrating layer (e.g mouse skull)20, in a
wavelength range that limits scattering and aberration from tissues24.
On the contrary, here, we want to address the extremely challenging
case of three-dimensional imaging of biological tissues themselves
(cells, collagen, extracellular matrix etc.) at large penetration depth
(z ~ 10ℓs), regime in which aberration and scattering effects are
spatially-distributed over multiple length-scales.

Inspired by previous works25,26, full-field optical coherence
tomography (FFOCT)27,28 will be used here to record the R −matrix. In
FFOCT, the incident wave-field is temporally- and spatially-incoherent.
It enables, by means of low coherence interferometry, a parallel
acquisition of a time-gated confocal image29 at amuchbetter signal-to-
noise ratio than a traditional point scanning scheme for equal mea-
surement time and power30. By splitting the incident wave-field into
two laterally-shifted components, a de-scannedmeasurement ofR can
be performed without a tedious raster scanning of the field-of-view20.

Another advantage of the de-scanned basis is the direct access to
the distortion matrix D through a Fourier transform. This matrix

basically connects any focusing point with the distorted part of the
associated reflected wavefront19,21. A multi-scale analysis of D is here
proposed to estimate the forward multiple scattering component of
theT-matrix at an unprecedented spatial resolution ( ~ 6 μm). Once the
latter matrix is known, one can actually unscramble, in post-proces-
sing, all wave distortions andmultiple scattering events undergone by
the incident and reflected waves for each voxel. A three-dimensional
confocal image of the medium can then be retrieved as if the medium
had been made digitally transparent.

The experimental proof-of-concept presented in this paper is
performed on a human ex-vivo cornea thatwe chose deliberately to be
extremely opaque. Its overall thickness is of 10ℓs. FFOCT shows an
imaging depth limit of 2ℓs due to aberration and scattering. Strikingly,
RMI enables to recover a full 3D image of the cornea at a resolution
close to λ/4 ( ~ 230nm) and apenetrationdepth enhancedby, at least, a
factor five.

Results
Measuring a de-scan reflection matrix
Our approach is based on a de-scanned measurement of the time-
gated reflectionmatrixR from the scattering sample. Inspired by time-
domain FFOCT27,28, the corresponding set up is displayed in Fig. 1a. It
consists in a Michelson interferometer with microscope objectives in
both arms (Fig. 1a). In the first arm, a reference mirror is placed in the
focal plane of a microscope objective (MO). The second arm contains
the scattering sample to be imaged. Because of the broad spectrum of
the incident light, interferences occur between the two arms provided
that the optical path difference through the interferometer is close to
zero. The length of the reference arm determines the slice of the
sample (coherence volume) to be imaged and is adjusted in order to
match with the focal plane of the MO in the sample arm. The back-
scattered light from each voxel of the coherence volume can only
interfere with the light coming from the conjugated point of a refer-
encemirror. The spatial incoherence of the light source actually acts as
a physical confocal pinhole (Fig. 1c). All these interference signals are
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Fig. 1 | De-scannedmeasurement of the ReflectionMatrix. a Experimental setup
(L: lenses,MO:microscopeobjectives,M: referencemirror, BS: beamsplitter). Light
from an incoherent source is split into two replica laterally shifted with respect to
each other by a relative position Δρ (see Supplementary Section 1). By a game of
polarization, each replica illuminates one arm of a Linnik interferometer. The
sample beam (in red) illuminates the scattering sample through a microscope
objective (NA = 1.0). The reference beam (in blue) is focused on a dielectric mirror
through an identical microscope objective. Both reflected beams interfere on a
CMOS camera whose surface is conjugated with focal planes of the MO. The
amplitude and phase of the interference term are retrieved by phase-shifting
interferometry. b Each pixel of the camera, depicted by its position ρout, measures

the reflection coefficient R(ρin, ρout, z) between de-scanned focusing points, ρout
and ρin = ρout + Δρin, at depth z within the sample. c For Δρin = 0, the experimental
set up is equivalent to a FFOCT apparatus and the interferogramdirectly provides a
time-gated confocal image of the sample. d The set of interferograms are stored in
the de-scanned reflection matrix Rin(z) = [Rin(Δρin, ρout, z)] displayed in (f). e Each
column of this matrix yields a reflection point-spread function (RPSF) associated
with the focusing quality at point ρout (scale bar: 2 μm). g The Fourier transform
(FT) of each de-scanned wave-field provides the input distortion matrix
Din(z) = [Din(uin, ρout, z)]. h Each column of this matrix displays the distorted wave-
front associated with each point ρout in the field-of-view. The optical data shown in
panels (d–h) correspond to the acquisition performed at depth z = 150 μm.
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recorded in parallel by the pixels of the camera in the imaging plane.
Their amplitude and phase are retrieved by phase-stepping
interferometry28. The FFOCT signal is thus equivalent to a time-gated
confocal image of the sample29. Figure 2b, d and f show en-face and
axial FFOCT images of the opaque cornea at different depths. A dra-
matic loss in contrast is found beyond the epithelium (z > 70 μm, see
Fig. 2j). It highlights the detrimental effect of multiple scattering for
deep optical imaging.

To overcome themultiple scattering phenomenon, one should go
beyond a simple confocal image and record the cross-talk between the
camera pixels. Experimentally, it consists in measuring the reflection
matrixR associated with the sample (Fig. 3a). Interestingly, this can be
done by slightly modifying the illumination scheme of the FFOCT
device, as displayed in Fig. 1a. The incidentwave-fields are still identical
in each arm but are laterally shifted with respect to each other by
a transverse position Δρin. Their spatial incoherence now acts as a
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Fig. 2 | Volumetric matrix imaging of an opaque cornea. a Schematic of the
imaging planes in the cornea. b, c En-face confocal images before (b) and after (c)
the matrix imaging process for z = 50 μm (scale bar: 50 μm). d, e En-face confocal
images before (d) and after (e) thematrix imagingprocess for z = 250μm(scale bar:
50 μm). f Longitudinal (x,z) section of the initial confocal image. g, h Original (g)

and corrected (h) RPSFs from z = 50 to 250 μm (scale bar: 2 μm). i Longitudinal (x,z)
section of the volumetric image at the end of the matrix imaging process.
j Schematic of a healthy human cornea. Each image is normalized at each depth by
its averaged intensity.
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Fig. 3 | Different Stages of Matrix Imaging. a The focused R-matrix contains the
set of impulse responses R(ρin, ρout, z) between an array of point sources ρin and
detectors ρout lying in planes conjugated with the focal plane of the microscope
objective (BS: beam splitter). b The interferometric set up displayed in Fig. 1 allows
a de-scanned measurement of R by scanning the relative position Δρin = ρin − ρout.
c Each column of the recorded matrix Rin(Eq. (1)) corresponds to the RPSF mea-
sured by each camera pixel. d A spatial Fourier transform (FT) over Δρin provides
the distortion matrix Din (Eq. (5)) linking each camera pixel with wave-front

distortions seen from the input pupil plane (uin). e The correlation matrix Cin

between those wave-fronts mimics the time-reversal operator associated with a
virtual guide star that results from a coherent average of all the de-scanned focal
spots displayed inb (Supplementary Section 2). f IPR is then applied (Methods). The
resulting wave-front compensates for aberrations and scattering inside the med-
ium to produce a sharper guide star. It provides an estimation of one column of
Tin corresponding to the commonmid-point rp of the input focal spots considered
in (a).
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de-scanned pinhole that gives access to the cross-talk between distinct
focusing points (Fig. 1b). The interferogram recorded by the camera
(Fig. 1d) directly provides one line of the reflection matrix Rin de-
scanned at input (Fig. 3b,c), such that

RinðΔρin,ρout,zÞ=Rðρout +Δρin,ρout,zÞ, ð1Þ

with R = [R(ρin, ρout, z)], the reflection matrix expressed in the cano-
nical basis. Its coefficients R(ρin, ρout, z) correspond to the response of
the medium at depth z between points ρin and ρout in the source and
camera planes (Fig. 3a). Scanning the relative position Δρin is equiva-
lent to recording the canonical R-matrix diagonal-by-diagonal (see
Fig. 3a,c). However, while a raster scan (column-by-column acquisi-
tion) of R requires to illuminate the sample over a field-of-view Ω with
N = ðΩ=δ0Þ2 input wave-fronts20,31,32, the de-scanned basis allows a
much smaller number of field measurements.

This sparsity can be understood by expressing theoretically the
de-scan matrix Rin (Supplementary Section 2):

RinðΔρin,ρout,zÞ=
Z
Ω
dρs Hinðρs +Δρin,ρin,zÞγðρs +ρout,zÞHoutðρs,ρout,zÞ

ð2Þ

where γ is the sample reflectivity. Hin(ρs, ρin, z) and Hout(ρs, ρout, z) are
the local input and output point spread functions (PSFs) at points
(ρin, z) and (ρout, z), respectively. This last equation confirms that the
central line of Rin (Δρin = 0), i.e. the FFOCT image, results from a
convolution between the sample reflectivity γ and the local confocal
PSF, Hin × Hout.

The de-scanned elements allow us to go far beyond standard
confocal imaging. In particular, they will be exploited to unscramble
the local input and output PSFs in the vicinity of each focal point. As a
preliminary step, they can also be used to quantify the level of aber-
rations and multiple scattering. In average, the de-scanned intensity,
I(Δρin, ρout, z) = ∣Rin(Δρ, ρout, z)∣2, can actually be expressed as the
convolution between the incoherent input and output PSFs33:

hIðΔρin,ρout,zÞi / jHinj2 ⊛
Δρin jHoutj2ðΔρin,ρout,zÞ ð3Þ

where the symbol ⊛ stands for convolution product and 〈 ⋯ 〉 for
ensemble average. This quantity will be referred to as RPSF in the
following (acronym for reflection PSF). Figure 1e displays examples of
RSPF extracted indepth of the opaque cornea. The spatial extension δR
of theRPSF indicates the focusingquality anddictates thenumberMof
central lines ofRin(z) that contain the relevant information for imaging:

M ∼ ðδR=δ0Þ2 ð4Þ

with δ0 ~ λ/(4NA), the confocal maximal resolution of the imaging
system. For afield-of-viewmuch larger than the spatial extensionof the
RPSF (Ω≫ δR), the de-scanned basis is thus particularly relevant for the
acquisition of R (M ≪ N).

Quantifying the focusing quality
Figure 2 g shows the depth evolution of the RPSF. It exhibits the fol-
lowing characteristic shape: a distorted and enlarged confocal spot
due to aberrations on top of a diffuse background33. While the latter
component is due to multiple scattering, the former component
contains the contribution of singly-scattered photons but also a
coherent backscattering peak33 resulting from a constructive inter-
ference betweenmultiple scattering paths34,35 (Supplementary Fig. 13).

Figure 2 g clearly highlights two regimes. In the epithelium
(z < 70 μm), the single scattering component is predominant and the
image of the cornea is reliable although its resolution is affected by
aberrations (Fig. 2b). Beyond this depth, the multiple scattering

background is predominant and drastically blurs the image (Fig. 2d).
The axial evolution of the single scattering rate enables the measure-
ment of the scattering mean free path ℓs

36 (Supplementary Section 4).
We find ℓs ~ 35 μm in the stroma (Fig. 2j), which confirms the strong
opacity of the cornea. The penetration depth limit thus scales as 2ℓs.
This value ismodest comparedwith theoretical predictions8 ( ~ 4ℓs) but
is explained by the occurrence of strong aberrations at shallowdepths,
partially due to the index mismatch at the cornea surface (Fig. 2g).

The RSPF also fluctuates in the transverse direction. To highlight
this variation, amapof local RPSFs (Fig. 4b) canbe built by considering
the back-scattered intensity over limited spatial windows (Methods).
This map shows important fluctuations due to: (i) the variations of the
medium reflectivity that acts on the level of the confocal spot with
respect to the diffuse background; (ii) the lateral variations of the
optical index upstreamof the focal plane that inducedistortions of the
confocal peak. Such complexity implies that any point in the medium
will be associated with its own distinct focusing law. Nevertheless,
spatial correlations subsist between RSPFs in adjacent windows
(Fig. 4b). Such correlations can be explained by a physical phenom-
enon often referred to as isoplanatism in AO37 and that results in a
locally-invariant PSF38. We will now see how this local isoplanicity can
be exploited for the estimation of the T-matrices.

Iterative phase reversal of wave distortions
To that aim, we will exploit and extend the distortion matrix concept
introduced in a previouswork19. Interestingly, a Fourier transformover
the coordinate Δρin of each de-scanned wave-field, Rin(Δρin, ρout, z),
actually yields the wave distortions seen from the input pupil plane
(Fig. 3d) :

DinðzÞ=T0 ×RinðzÞ ð5Þ

where T0 denotes the Fourier transform operator,
T0ðu,ΔρÞ= exp �i2πu:Δρ=λf

� �
, λ the central wavelength and f the MO

focal length. Din(z) = [D(uin, ρout, z)] is the distortion matrix that con-
nects any voxel (ρout, z) in the field-of-view to wave-distortions in the
input pupil plane (uin).

As expected inmost of biological tissues, thismatrix exhibits local
correlations that can be understood in light of the shift-shift memory
effect38,39: Waves produced by nearby points inside an anisotropic
scattering medium generate highly correlated random speckle pat-
terns in the pupil plane. Figure 1 illustrates this fact by displaying an
example of distortion matrix (Fig. 1g) and reshaped distorted wave-
fields for different points (ρout, z) (Fig. 1h). A strong similarity can be
observed between distorted wave-fronts associated with neighboring
points but this correlation tends to vanishwhen the two points are too
far away.

The next step is to extract and exploit this localmemory effect for
imaging. To that aim, a set of correlation matrices Cin(rp) shall be
considered between distorted wave-fronts in the vicinity of each point
rp in the field-of-view (Methods). Under the hypothesis of local iso-
planicity, eachmatrixCin(rp) is analogous to aR-matrix associatedwith
a virtual reflector synthesized from the set of output focal spots21 (see
Fig. 3e and Supplementary Section 2). In this fictitious experimental
configuration, an iterative phase-reversal (IPR) process can be per-
formed to converge towards the incident wave front that focuses
perfectly through the heterogeneities of the medium onto this virtual
guide star (see Fig. 3f and Methods).

IPR repeated for each point rp yields a set of pupil phase laws
T inðu,rpÞ forming the transmittance matrix T in. Its digital phase con-
jugation enables a local compensation of aberration and forward
multiple scattering. An updated de-scanned matrix can then be built:

Rin =T
y
0 × T *

in° Din

h i
ð6Þ
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where the symbol † stands for transpose conjugate and ∘ for the
Hadamard product. The same process can be repeated by exchanging
input and output to estimate the output transmittance matrix T out

(Methods). The element wise product between the free space trans-
mission matrix T0 and the transmittance matrix T constitutes an
estimator of the time-gated transmission matrix T. The latter matrix
contains the impulse responses T(u, r) between the pupil plane u and
each voxel r inside the medium around the ballistic time τB. Note that
this matrix not only contains a ballistic (possibly aberrated) compo-
nent but also grasps forward multiple scattering paths which display a
time-of-flight in the same coherence time as ballistic photons. In the
following, we show how these complex trajectories can be harnessed
thanks to RMI.

Multi-scale analysis of the distortion matrix
To that aim, a critical aspect is the choice of the spatial window over
which wave distortions shall be analyzed. On the one hand, the iso-
planatic assumption is valid for low-order aberrations that are asso-
ciated with extended isoplanatic patches. On the other hand, forward
multiple scattering gives rise to high-order aberrations that exhibit a
coherence length that decreases with depth until reaching the size of a
speckle grain beyond ℓt

38. However, each spatial window should be
large enough to encompass a sufficient number of independent rea-
lizations of disorder40. Indeed, the bias of our T − matrix estimator
scales as follows (see Supplementary Section 3):

jδT ðu,rpÞj2 ∼ 1=ðC2NW Þ ð7Þ

with NW the number of resolution cells in each spatial window. C is a
coherence factor that is a direct indicator of the focusing quality41.

To limit this biaswhile addressing the scattering component ofT ,
an iterative multi-scale analysis ofD is proposed (Methods). It consists
in gradually reducing the size of the virtual guide star by: (i) alternating
the correction at input and output (Supplementary Section 3); (ii)
dividing by two the size of overlapping spatial windows at each itera-
tive step (Fig. 5a). Thereby the RPSF extension is gradually narrowed
(Fig. 5b) and the coherence factor C increased. The spatial window can
thus be reduced accordingly at the next step while maintaining an
acceptable bias (Eq. (7)). It enables the capture of finer angular and
spatial details of the T � matrix at each step (Fig. 5c) while ensuring
the convergence of IPR. As discussed further, the end of the process is
monitored by the memory effect that shall exhibit the T � matrix
(Supplementary Section 3). The whole process is validated by a refer-
ence imaging experiment on a resolution target placed behind an
opaque tissue layer (Supplementary Fig. 8).

Transmittance matrix and memory effect
Figure 4 c and f show a sub-part of theT �matricesmeasured at depth
z = 200 μm for final patches of 6 × 6 μm2. Spatial reciprocity should
imply equivalent input and output aberration phase laws. This prop-
erty is not checked by our estimators. Indeed, the input aberration
phase law accumulates not only the input aberrations of the sample-
arm but also those of the reference arm (Supplementary Section 4).
Therefore, the sample-induced aberrations can be investigated inde-
pendently from the imperfections of the experimental set up by con-
sidering the output matrix T out.

An analysis of its spatial correlations40 (Methods) and its angular
decomposition (Supplementary Fig. 12) shows that wave distortions
induced by the cornea are made of two contributions: (i) an almost
spatially-invariant aberrated component (Fig. 6a) associatedwith long-
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Fig. 4 | Time-gated Transmission Matrix for Local Compensation of Forward
Multiple Scattering. a Raw confocal image of the cornea at 200 μm-depth (scale
bar: 50 μm). bMap of the local reflection point-spread functions (RPSFs) (de-scan:
7 × 7 μm2) over the field of view. c Sub-part of transmittancematrixT in for the area
delimited by the square box in (a).dMatrix image at 200 μm-depth after themulti-

scale compensation of aberrations and forward multiple scattering (scale bar:
50 μm). e Map of the local RPSFs after the matrix imaging process (de-scan:
7 × 7 μm2) over the field of view. f Sub-part of transmittancematrixT out for the area
delimited by the square box in (a).
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scale fluctuations of the refractive index (Fig. 6c) ; (ii) a forward mul-
tiple scattering component (Fig. 6d) giving rise to an angular disper-
sion of photons between the cornea surface and the focal plane. The
latter component is associated with a short-range memory effect
whose extension drastically decreases in depth (Fig. 6a, e). The access
to this contribution fundamentally differentiates RMI from conven-
tionalAO that only provides an access to the irrotational component of
wave distortions42 (Supplementary Section 4).

The memory effect is also a powerful tool to monitor the con-
vergence of the IPR process. When the spatial window is too small
(3 × 3 μm2), IPR provides a spatially-incoherentT �matrix and leads to
a bucket-like image (Supplementary Fig. 7). This observable thus
indicates when the convergence towards T is fulfilled or when the
algorithm shall be stopped.

Deep Volumetric Imaging
Eventually, the T -matrix can be used to compensate for local aberra-
tions over the whole field-of-view. To that aim, a digital phase con-
jugation is performed at input and output (Eq. (6)). The comparison
between the initial and resulting images (Fig. 4a,d) demonstrates the
benefit of a local compensationof aberration and scattering. Thedrastic
gain in resolution and contrast provided by RMI enables to reveal a rich
arrangement of biological structures (cells, striae, etc.) that were

completely blurred by scattering in the initial image. For instance, a
stromal stria, indicator of keratoconus43, is clearly revealed on the RMI
B-scan (Fig. 2i) while it was hidden by themultiple scattering fog on the
initial image (Fig. 2f). TheB-scan shows that RMIprovides a full imageof
the cornea with the recovery of its different layers throughout its
thickness (350 μm ~ 10ℓs, see also Supplementary Movies).

The gain in contrast and resolution can be quantified by investi-
gating the RSPF after RMI. A close-to-ideal confocal resolution (230nm
vs. δ0 ~ 215 nm) is reached throughout the cornea thickness (Fig. 2h).
The confocal-to-diffuse ratio is increased by a factor up to 15 dB in
depth (Supplementary Section4). Furthermore, themapof local RPSFs
displayed in Fig. 4e shows the efficiency of RMI for addressing extre-
mely small isoplanatic patches.

Discussion
In this experimental proof-of-concept, we demonstrated the capacity
of RMI to exploit forward multiple scattering for deep imaging of
biological tissues. This work introduces several crucial elements,
thereby leading to a better imaging performance than previous
studies.

First, the proposed IPR algorithm outperforms iterative time
reversal processing19 for local compensation of aberrations in scat-
tering media because it can evaluate the focusing laws over a larger
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angular domain (Supplementary Fig. 2). Second, the bias of our T-
matrix estimator has been expressed analytically (Eq. (7)) as a function
of a coherence factor that grasps the blurring effect of aberrations and
multiple scattering. This led us to define a multi-scale strategy for
matrix imaging with a finemonitoring of its convergence based on the
memory effect. The latter observable is a real asset as it provides an
objective criterion to: (i) optimize the resolution of our T − matrix
estimator (Supplementary Section 3); (ii) compare our approach with
alternative methods such as the CLASS algorithm20,23,24 (Supplemen-
tary Section 5). Ourmulti-scale process enables us to target isoplanatic
areas more than four times smaller than CLASS. Interestingly, those
two approaches are based on the maximization of different physical
quantities: the confocal intensity for CLASS; the coherence of the
wave-field induced by a virtual guide star for IPR. Hence they are, in
principle, perfectly complementary and could be advantageously
combined in the future.

Although this experimental proof-of-concept is promising for deep
optical imaging of biological tissues, it also suffers from several limita-
tions that need to be addressed in future works. First, FFOCT is not very
convenient for 3D in-vivo imaging since it requires an axial scan of the
sample. Another possibility would be to move the reference arm and
measure R as a function of the time-of-flight. An access to the time (or
spectral) dependence of the R − matrix is actually critical to reach a
larger penetration depth. Indeed, the focusing law extracted from a
time-gated R − matrix is equivalent in the time domain to a simple
application of time delays between each angular component of the
wave-field. Yet, the diffusive regime requires to address independently
each frequency component of the wave-field to make multiple scatter-
ing paths of different lengths constructively interfere on any focusing
point in depth. On the one hand, the exploitation of the chromato-axial
memory effect44 will be decisive to ensure the convergence of IPR over
isoplanatic volumes45. On the other hand, the tilt-tilt memory effect39

can also be leveraged by investigating the distortion matrix, not only in
the pupil plane, but in any plane lying between themedium surface and
the focal plane, thereby mimicking a multi-conjugate AO scheme46.

Beyond thediffusive regime, another blind spotof this study is the
medium movement during the experiment47,48. In that respect, the
matrix formalism shall be developed to include themediumdynamics.
Moving speckle can actually be an opportunity since it can give access
to a large number of speckle realizations for each voxel. A high reso-
lution T − matrix could be, in principle, extracted without relying on
any isoplanatic assumption49.

To conclude, this study is a striking illustration of a pluri-
disciplinary approach in wave physics. A passive measurement of the
R − matrix is indeed an original idea coming from seismology50. The
D − matrix is inspired by stellar speckle interferometry in astronomy51.
The T − matrix is a concept that has emerged both from fundamental
studies in condensed matter physics52 and more applied fields such as
MIMO communications53 and ultrasound therapy12. The emergence of
high-speed cameras and the rapid growth of computational capabilities
nowmakesmatrix imagingmature for deep in-vivo optical microscopy.

Methods
Experimental set up
The full experimental setup is displayed in Supplementary Fig. 1. It is
made of two parts: (i) a polarized Michelson interferometer illumi-
nated by a broadband LED source (Thorlabs M850LP1, λ0 = 850 nm,
Δλ = 35 nm) in a pseudo-Kohler configuration, thereby providing at its
output two identical spatially-incoherent and broadband wave-fields
of orthogonal polarization, the reference one being shifted by a lateral
position Δρin by tilting the mirror in the corresponding arm; (ii) a
polarized Linnik interferometer with microscope objectives (Nikon
N60X-NIR, M = 60 × , NA = 1.0) in the two arms and a CMOS camera
(Adimec Quartz 2A-750, 2Mpx) at its output. The de-scanned beam at
the output the first interferometer illuminates the reference armof the

second interferometer and is reflected by the reference mirror placed
in the focal plane of the MO. The other beam at the output of the first
interferometer illuminates the sample placed in the focal plane of the
other MO. The CMOS camera, conjugated with the focal planes of the
MO, records the interferogram between the beams reflected by each
arm of the Linnik interferometer. The spatial sampling of each recor-
ded image is δ0 = 230 nm and the field-of-view is 275 × 275 μm2.

Cornea
The human cornea under study is a pathological surgical specimen
that was provided by the Quinze-Vingts National Eye Hospital operat-
ing room at the time of keratoplasty. The use of such specimens was
approved by the Institutional Review Board (Patient Protection Com-
mittee, Ile-de-France V) and adhered to the tenets of the Declaration of
Helsinki as well as to international ethical requirements for human
tissues. The ethics committee waived the requirement for informed
written consent of patient; however, the patient provided informed
oral consent to have their specimen used in research.

Experimental procedure
The experiment consists in the acquisition of the de-scanned reflection
matrix Rin. To that aim, an axial scan of the sample is performed over
the cornea thickness (350 μm) with a sampling of 2 μm (i.e 185 axial
positions). For each depth, a transverse scan of the de-scanned posi-
tion Δρin is performed over a 2.9 × 2.9μm2 area with a spatial sampling
δ0 = 230 nm (that is to say 169 input wave-fronts instead of 106 input
wave-fronts in a canonical basis). For each scan position (Δρ, z), a
complex-reflected wave field is extracted by phase shifting inter-
ferometry from four intensity measurements. This measured field is
averagedover 5 successive realisations (fordenoising). The integration
time of the camera is set to 5 ms. Each wave-field is stored in the de-
scanned reflection matrix Rin = [Rin(Δρin, ρout)] (Fig. 1). The duration
time for the recording of Rin is of ~ 30 s at each depth. The post-
processing of the reflectionmatrix (IPR andmulti-scale analysis) to get
the final image took only a few minutes on Matlab. The experimental
results displayed in Figs. 4 and 5 at a single depth z= 200μmhavebeen
obtained by performing a de-scan over a 7 × 7 μm2 area with a spatial
sampling δ0 = 230 nm (961 input wave-fronts).

Local RPSF
To probe the local RPSF, the field-of-view is divided into regions that
are defined by their central midpoint rp = (ρp, z) and their lateral
extension L. A local average of the back-scattered intensity can then be
performed in each region:

IðΔρin,rpÞ= hjRinðΔρin,ρout,zÞj2WLðρout � ρpÞiρout
ð8Þ

where WL(ρout − ρp) = 1 for ∣xout − xp∣ < L and ∣yout − yp∣ < L, and zero
otherwise.

Multi-scale compensation of wave-distortions
The multi-scale process consists in an iterative compensation of
aberration and scattering phenomena at input and output of the
reflection matrix. To that aim, wave distortions are analyzed over
spatial windows WL that are gradually reduced at each step q of the
procedure, such that:

L= FOV=2q ð9Þ

where FOV denotes the initial field-of-view.
The whole procedure is summarized in Supplementary Fig. 4. At

each stage of this iterative process, the starting point is the de-scanned
reflection matrix Rðq�1Þ

in , obtained at the previous step, Rð0Þ
in being the

reflectionmatrix recorded byour experimental set up (Fig. 1). An input
distortion matrix DðqÞ

in is deduced from RðqÞ
in via a numerical Fourier
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transform (Eq. (5)). A local correlation matrix of wave distortions is
then built around each point rp of the field-of-view:

Cinðuin,u
0
in,rpÞ= DðqÞ

in ðuin,ρout,zÞDðqÞ*
in ðu0

in,ρout,zÞWLðρout � ρpÞ
D E

ρout

ð10Þ

IPR is then applied to each correlation matrix Cin(rp) (see further and
Supplementary Section 3). The resulting input phase laws, ϕ̂inðrpÞ, are
used to compensate for the wave distortions undergone by the inci-
dent wave-fronts:

R0
in =T

y
0 × exp �iϕ̂in

� �
° D

ðq�1Þ
in

h i
ð11Þ

The corrected matrix R0
in is only intermediate since phase distortions

undergone by the reflected wave-fronts remain to be corrected.
To that aim, an output de-scannedmatrixR0

outðzÞ is deduced from
the input de-scanned matrix R0

inðzÞ using the following change of
variable (Supplementary Fig. 5):

R0
outðρin,Δρout,zÞ=R0

inð�Δρout,ρin +Δρout,zÞ ð12Þ

withΔρout = ρout − ρin = −Δρin. An output distortionmatrix is then built
by applying a Fourier transform over the de-scanned coordinate:

D0
out =R

0
out ×T

T
0 ð13Þ

where the superscript T stands for matrix transpose. From D0
out, one

can build a correlation matrix Cout for each point rp:

Coutðuout,u
0
out,rpÞ= D0

outðρin,uout,zpÞD0*
outðρin,u

0
out,zpÞWLðρin � ρpÞ

D E
ρin

ð14Þ

The IPR algorithm described further is then applied to each matrix
Cout(rp). The resulting output phase laws, ϕ̂outðrpÞ, are leveraged to
compensate for the residual wave distortions undergone by the
reflected wave-fronts:

RðqÞ
out = D0

out° exp �iϕout

� �h i
×T*

0 ð15Þ

The RPSFs displayed in Fig. 5c are extracted from the matrices RðqÞ
out

obtained at the end of each iteration of the multi-scale process. An
input de-scannedmatrix, combining the input and output corrections,
is finally obtained by performing the following change of variables:

RðqÞ
in ðΔρin,ρout,zÞ=RðqÞ

outðρout � Δρin,� Δρin,zÞ ð16Þ

ThismatrixRðqÞ
in is the starting point of the next stage of themulti-scale

process, and so on.
The T -matrices correspond to the cumulative function of the

aberration phase laws:

T ðqÞ
in=out =T

ðq�1Þ
in=out° exp iϕðqÞ

in=out

� �
=
Yq
k = 1

exp iϕðkÞ
in=out

� �
ð17Þ

Figure 5b shows the evolution of one line of the transmittance matrix
T ðqÞ

out throughout the RMI process. The iterative procedure is stopped
by investigating the correlation properties of this estimator (see fur-
ther and Supplementary Section 3).

Iterative phase reversal algorithm
The IPR algorithm is a computational process that provides an esti-
mator of the pupil transmittance matrix, T ðu,rpÞ= exp iϕðu,rpÞ

h i
, that

links each point u of the pupil plane with each voxel rp of the cornea

volume. To that aim, the correlation matrix C computed over the
spatial window WL centered around each point rp is considered (Eqs.
(10) and (14)). Mathematically, the algorithm is based on the following
recursive relation:

ϕ̂
ðnÞðrpÞ= arg CðrpÞ× exp iϕ̂

ðn�1ÞðrpÞ
h in o

ð18Þ

where ϕ̂
ðnÞ

is the estimator ofϕ at the nth iteration of the phase reversal
process. ϕ̂

ð0Þ
is an arbitrary wave-front that initiates the process

(typically a flat phase law) and ϕ̂= limn!1ϕ̂
ðnÞ

is the result of IPR.

Aberration and scattering components of the T-matrix
The spatial correlation of transmitted wave-fields are investigated at
each depth z by computing the correlation matrix of T out:
CT =T out ×T

y
out. A mean correlation function Γ can be computed by

performing the following average:

ΓðΔρ,zÞ= CT ðρin,ρin +Δρ,zÞ
� �

ρin
ð19Þ

The correlation function Γ displayed in Fig. 6a shows that the matrix
T out can bedecomposed as a spatially-invariant componentAout and a
short-range correlated component Sout. Each component can be
separated by performing a singular value decomposition ofT out, such
that

T out =
XN
p= 1

spUpV
y
p ð20Þ

where sp are the positive and real singular values of T out sorted in
decreasing order, Up and Vp are unitary matrices whose columns
correspond to the singular vectors of T out in the pupil and focal
planes, respectively. The first eigenspace ofT out provides its spatially-
invariant aberrated component: Aout = s1U1V

y
1 : The higher rank

eigenstates provide the forward multiple scattering component Sout.
Lines or columns of the associated correlation matrix CS =Sout ×S

y
out

provides the isoplanatic patches displayed in Fig. 6e.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The optical data generated in this study are available at Zenodo54

(https://zenodo.org/record/7665117).

Code availability
Codes used to post-process the optical data within this paper are
available from the corresponding author.
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