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Abstract: The present paper extends the landscape theory pioneered in Filoche and
Mayboroda (Proc Natl Acad Sci USA 109(37):14761–14766, 2012), Arnold et al.
(Commun Partial Differ Equ 44(11):1186–1216, 2019) and David et al. (Adv Math
390:107946, 2021) to the tight-binding Schrödinger operator on Z

d . In particular, we
establish upper and lower bounds for the integrated density of states in terms of the
counting function based upon the localization landscape.
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1. Introduction and Main Results

In this paper, we consider the discrete tight-binding Schrödinger operator H = −�+V
on Z

d . The traditional approaches to the estimates for the integrated density of states
of its continuous analogue in R

d can roughly be split into two groups, both pertaining
to the asymptotic regimes. The first one are the results akin to the Weyl law, estimating
the asymptotics of the spectrum as the eigenvalue μ → +∞ in terms of the volume in
the phase space of the set

{
(ξ, x) : |ξ |2 + V (x) ≤ μ

}
, or in terms of the associated

counting function according to the Fefferman-Phong uncertainty principle [Fe]. Infor-
mally speaking, letting μ → +∞ corresponds to considering length scales which tend
to zero, and hence such estimates, by design, are not relevant for a tight-binding model
onZ

d . And indeed, deterministic potentials onZ
d were typically treated by more ad hoc

approaches specific to their structure: periodicity, symmetries, etc, see, e.g., [DLY,HJ].
The second type of results pertains to the case when the potential is random. Then the
integrated density of states exhibits the so-called Lifschitz tails, an exponential asymp-
totic behavior at the edge of spectrum. This regime is rather well-understood in both Z

d

and R
d , but is in essence probabilistic, restricted to disordered potentials and insensitive

to their individual features exhibited, for instance, on finite sets.
The present paper introduces another approach. It takes advantage of the landscape

function u from [FM,DFM] to build a box-counting somewhat analogous to theWeyl law
and the Fefferman-Phong uncertainty principle, but associated to a different potential, the
reciprocal of the landscape 1/u. The use of the landscape in place of the original potential
V allows one to work in a non-asymptotic regime, contrary to aforementioned results,
and in some sense to bring the ideas behind the original Weyl law to the lattice without
restrictions on the potential or the pertinent eigenvalues, for both deterministic and ran-
dom scenarios. In practice this approach provides a “black box”, in which the landscape,
evaluated directly from the original Hamiltonian, yields an accurate approximation for
the integrated density of states without any adjustable parameters, for deterministic and
random potentials alike—see the numerical experiments in [FM,ADFJM1,ADFJM3].
The present paper addresses the estimates from above and below and makes the first
step towards the mathematically rigorous understanding of the precision of the land-
scape predictions in the aforementioned works.

In order to describe our main results, we introduce some notations. Let � =
(Z/KZ)d ∼= {1̄, · · · , K̄ }d be an integer torus, where K ∈ N, K ≥ 3, and k̄, 1 ≤ k ≤ K ,

is the congruence class, modulo K . For simplicity, we will omit the bar from k̄ when
it is clear. Let V = {vn}n∈� ∈ �∞(�) be a real-valued, non-constant, non-negative
potential. We denote by Vmax = maxn∈� vn the amplitude of the potential. The tight
binding Hamiltonian H is the linear operator on H := �2(�) ∼= R

Kd
defined by

(Hϕ)n = −
∑

|m−n|1=1

(ϕm − ϕn) + vnϕn, n ∈ �, (1.1)

where |n|1 := ∑d
i=1 |ni | is the 1-norm on �. We may think of ϕ either as a periodic

sequence ϕn indexed by n ∈ Z
d or as a periodic function ϕ(n) on Z

d . We are interested
in the normalized integrated density of states of H , i.e., the eigenvalue counting function
per unit volume:

N (μ) := K−d × { the number of eigenvalues λ of H such that λ ≤ μ} . (1.2)

Note that finite box restrictions of the operator (1.1) (on an infinite lattice) may refer to
Dirichlet boundary conditions in different contexts. In this paper, we impose periodic
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Fig. 1. The partition P(2) for � = {1, · · · , 7}2

boundary conditions and consider the discrete torus � for simplicity. The infinite vol-
ume integrated density of states (as limits of (1.2) under different boundary conditions)
coincide in many cases, see e.g. [BoKl] for more discussions.

In 2012, a new concept called the localization landscape was introduced in [FM].
Given an operator H as above, the discrete localization landscape function is the unique
solution u = {un}n∈� ∈ H to the equation (Hu)n = 1, see Sect. 2 for more details on
the existence, positivity and other properties of the landscape function.When V = 0 and
u vanishes on the boundary, the landscape is simply the torsion function of the Dirichlet
Laplacian.

Next, let us define the landscape box counting function Nu . We start by defining, for
any positive integer s, a partition P(s) of the set {1, · · · , K }d into subsets which are
mostly boxes of side length s, as follows. Writing K = qs + r (where the quotient q and
the remainder r are non-negative integers and r < s), we define a partition P1(s) of the
set {1, · · · , K } into q subsets of s consecutive elements, and, if r > 0, one additional
subset of cardinality r . The partition P(s) then consists of the boxes defined by the
Cartesian products of d subsets from P1(s), see Fig. 1.

For given μ > 0, we then set s(μ) = ⌈
μ−1/2

⌉
, and define Nu(μ) as the number of

boxes on which the minimum of 1/un does not exceed μ, normalized by the size of the
set �:

Nu(μ) = K−d ×
{
the number of Q ∈ P(s(μ)

)
such that min

n∈Q
1

un
≤ μ

}
. (1.3)

Our goal is to estimate the integrated density of states N in terms of the landscape box
counting function Nu . To this end, we will establish several estimates, stated below as
Theorems 1, 2, and 3, which we collectively refer to as the Landscape Law.

The first result, which will be proven in Sect. 3.1, shows that, after a proper scaling,
Nu provides an upper bound for N (μ) over the whole range of μ.

Theorem 1. Let V ∈ �∞(�) be a non-constant, non-negative potential. Then there is a
dimensional constant C1 > 0, such that

N (μ) ≤ Nu(C1μ) for all μ > 0. (1.4)

In saying that C1 is a dimensional constant, we mean that it depends only on d, and, in
particular, is independent of K and V . In fact, we can take C1 = 4d in (1.4).
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The next theorem, proved in Sect. 3.2, contains the key estimate for obtaining a lower
bound for N (μ).

Theorem 2. Retain the hypotheses in Theorem 1. Then there are dimensional constants
c∗, c0, c1,C0, α0, c′

0, c
′
1,C

′
0 (in particular, independent of K and V ), such that

N (μ) ≥ c0α
d Nu(c1α

d+2μ) − C0Nu(c1α
d+4μ) for all 0 < μ ≤ c∗α−4

and 0 < α < α0, (1.5)

and

N (μ) ≥ c′
0Nu(c

′
1α

2μ) − C ′
0Nu(c

′
1α

4μ) for all μ > c∗α−4 and 0 < α < α0. (1.6)

In order to get a positive lower bound on N (μ), we will remove the negative cor-
rection terms on the right-hand side of (1.5) and (1.6) through several complementary
mechanisms.We roughly divide potentials into two regimes, corresponding to potentials
satisfying a certain scaling condition and to certain disordered potentials. Note that these
regimes could overlap and do not between them cover all potentials.

1.1. Deterministic potentials subject to the doubling scaling estimates.

Theorem 3. Retain the hypotheses of Theorem 1 and assume that u satisfies the scaling
condition

∑

n∈3Q
u2n ≤ CS

⎛

⎝
∑

n∈Q
u2n + �d+4

⎞

⎠ (1.7)

for every cube Q ⊂ � of side length �. Here, 3Q is the tripled cube concentric with Q
(see the definition in (2.10)). Then there exist positive constants C1, c3 depending on
dimension only and c2 depending on d, Vmax and CS such that

c3Nu(c2 μ) ≤ N (μ) ≤ Nu(C1μ) for all μ > 0. (1.8)

Assumption (1.7) is analogous to doubling hypotheses which are commonly used in
the continuous case for elliptic PDEs. Such estimates are standard consequences of the
Harnack andDeGiorgi–Nash–Moser arguments which hold for homogeneous equations
and for the Schrödinger equation with relatively slowly varying potentials, for instance,
within the Kato class. See the discussion in [DFM,Ku,HL].

The scaling condition (1.7) also holds whenever V is periodic. Indeed, suppose
that {vn} is periodic in each of the d coordinate directions with period vector p =
(p1, · · · , pd) ∈ N

d (see, e.g., [DLY,Ea,HJ,RS]). Assume that K is divisible by each
pi . Then, as we show in Sect. 3.4, the scaling condition (1.7) is satisfied withCS depend-
ing on d, Vmax, and p, but not on K , which yields

Corollary 1. Let H = −� + V be as in (1.1), with a non-trivial periodic potential
V = {vn}n∈� as above. Then

c3 Nu(c2 μ) ≤ N (μ) ≤ Nu(C1 μ) for all μ > 0, (1.9)

where C1, c3 are dimensional constants and c2 depends on d, Vmax, and p only.
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Perhaps themajor examplewhen (1.7)might fail is that of disordered systems. Indeed,
if on a 1-dimensional lattice we could have an arbitrarily long region of V = 0 followed
by an arbitrarily long region of V = 1, that would correspond to a region of −�u = 1
followed by a region of −�u + u = 1. In the first case u is quadratic and in the second
exponential, which clearly destroys the “doubling" required by (1.7). Fortunately, there
is a complementary mechanism to obtain an improved estimate akin to (1.8) from (1.5).

To illustrate it, suppose that forμ belonging to some interval on the positive half-line,
we have the bounds

a μβ ≤ Nu(μ) ≤ bμβ,

where the power β > d/2. Substituting these bounds into (1.5) and choosing α suf-
ficiently small, it is easy to deduce the lower bound (1.8) on N (μ) for μ in the same
interval. A similar argument can be used to obtain a lower bound for N (μ), or, more
precisely, for the expectation of N (μ), in the case of Anderson potentials or any dis-
ordered potential near a fluctuation boundary. This is basically due to the fact that the
aforementioned exponential nature of the Lifshitz tails “beats" the negative polynomial
correction in (1.5).

1.2. Disordered potentials. Assume that the values {vn}n∈� are given by independent,
identically distributed (i.i.d.) random variables, with common probability measure P0
on R. Denote by F(δ) = P0(vn ≤ δ) the common cumulative distribution function of
vn and by

supp P0 =
{

μ ∈ R : P0
(
vn ∈ (μ − ε, μ + ε)

)
> 0, ∀ ε > 0

}

the support of the measure P0. We assume that inf supp P0 = 0 and sup supp P0 =
Vmax > 0. We denote by E(·) the expectation with respect to the product measure on
R

|�| generated by P0.

Theorem 4. Let V = {vn}n∈� be an Anderson-type potential as above. Let C1 be as in
Theorem 1. Then there are constants c5, c6 > 0 depending on d, the expectation of the
random variable, and Vmax, such that

c5 ENu(c6 μ) ≤ EN (μ) ≤ ENu(C1 μ) for all μ > 0. (1.10)

Furthermore, there is a constant μ∗ > 0 depending on d and expectation of the random
variable, such that if, in addition, μ ≤ μ∗, then (1.10) holds with the constants c5, c6
independent of Vmax.

We note that in the course of the proof of Theorem 4we prove the following universal
bound on Lifschitz tails in terms of the cumulative distribution function F .

Proposition 1. Retain the setting of Theorem 4. Then there are constants μ0, K∗, ci ,
depending only on the dimension and the expectation of the random variable (but inde-
pendent of K ), such that

c1μ
d/2F(c2μ)c3μ

−d/2 ≤ EN (μ) ≤ c4 μd/2 F(c5 μ) c6 μ−d/2
for all μ ∈ (K∗/K 2, μ0).

(1.11)
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Fig. 2. One-dimensional discrete Schrödinger operator on a periodic lattice Z/300Z, with a random potential
V = {vn} uniformly distributed in [0, 10]. Comparison between the true eigenvalue counting function N , the
scaled landscape box-counting function Nu , and the dual landscape box-counting function Nũ . The first plot
shows the whole spectrum, while the second zooms in on the bottom spectrum

To the best of our knowledge, this statement has never been formulated in this generality,
even though perhaps it would not surprise the experts. The more traditional, weaker dou-
ble log asymptotics are now considered classical (see [Li,KM2,Si,Ki]) and for certain
classes of random potentials they have been improved in [BiKo,Ko,KM1] and other
works. Here, Proposition 1 does not carry any a priori assumptions on the underlying
probability distribution, and is a by-product of the landscape method.

1.3. The dual landscape and computational examples. Contrary to the continuous case,
the spectrum of the discrete Schrödinger operator H = −� + V is a compact subset
in [0, 4d + Vmax]. The eigenvalue counting near the top of the spectrum for μ̃ close
to 4d + Vmax can be converted into the counting near the bottom of the spectrum for
μ = 4d + Vmax − μ̃ close to 0. Such a conversion is obtained via a dual model H̃ =
−� + Vmax − V , see [LMF,WZ]. One defines the dual landscape function ũ as the
solution to (H̃ ũ)n = 1 and the box-counting function Nũ using (1.3), leading to

Corollary 2. Retain the definitions in Theorem 4. Let C1 be as in Theorem 1. Suppose
K ≥ 3 is even. There are positive constants c̃5, c̃6 depending on d, the expectation of
the random variable, and Vmax, such that

1 − ENũ(C1 μ̃) ≤ EN (μ) ≤ 1 − c̃5ENũ (̃c6 μ̃) for all μ < 4d + Vmax, (1.12)

where μ̃ = 4d + Vmax − μ and ũ is the landscape function for −� + Vmax − V .

If one carefully tracks the values of the constants in (1.10) and (1.12) obtained in the
proofs, they are of course far from optimal. However, the formulas emphasize the correct
features of the spectrum and, as we have mentioned above, the numerical experiments
actually yield even more satisfactory results than the formal estimates seem to warrant.
In [DM+] and accompanying numerical work still in preparation, we show that there
are very stable constants c1, c2 such that a practical landscape law holds: N (μ) ≈
c1Nu(c2μ), see Fig. 2.

Wewould like to point out that the landscape counting function, being a deterministic
rather than a probabilistic tool, even picks up a spectral gap around the energyμ ≈ 2.5 –
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a feature which would not be feasible, for instance, via the Lifschitz tail estimates. These
details would of course disappear in the limit of an infinite domain but they demonstrate
a surprising precision of the Landscape Law compared to any other currently available
method.

The rest of the paper is organized as follows. We state preliminaries for tight-binding
Hamiltonians and the discrete landscape theory in Sect. 2. In Sect. 3, we study determin-
istic potentials and prove Theorem 1, 2, 3, and Corollary 1. In Sect. 4, we concentrate on
theAndersonmodel.We first prove the Lifshitz tail estimates for Nu and finally conclude
Theorem 4 in Sect. 4.2. Section4.3 is a discussion of the dual landscape theory. In the
Appendix, we include some technical estimates for discrete harmonic functions and a
well known probability result called Chernoff-Hoeffding bound. The key properties of
the landscape function strongly rely on the foundations of the theory of elliptic PDEs.
Many of these results require different techniques on Z

d compared to their continuous
analogues. For instance, because of the lack of rotational symmetry and dilational invari-
ance, many estimates for the Poisson kernel and the Green’s function are not known on
a lattice, and are technically difficult to prove. A substantial portion of the paper is
devoted to the discrete analogues of these elliptic estimates, and we hope they will be
of independent interest.

2. Preliminaries

In the tight-bindingmodel, the Hilbert space is taken as the space of sequences �2(Zd) ={{φi }i∈Zd | ∑i∈Zd |φi |2 < ∞}
where we may think of φ = {φi }i∈Zd either as a function

φ = φ(i) on Z
d or as a sequence {φi } indexed by i ∈ Z

d . The Z
d lattice is equipped

with the 1-norm:

|n|1 :=
d∑

i=1

|ni |, (2.1)

which reflects the graph structure of Z
d . We will also frequently need the infinity (max-

imum) norm

|n|∞ := max
1≤i≤d

|ni |. (2.2)

Two vertices m = (m1, · · · ,md), n = (n1, · · · , nd) ∈ Z
d are called the nearest neigh-

bors if |m − n|1 = 1. We also say that nearest neighbors m, n are connected by an edge
of the discrete graph Z

d . We denote by ei = (0, · · · , 0, 1, 0, · · · , 0), i = 1, · · · , d,

the elements of the canonical basis of Z
d . For φ = {φn}n∈Zd ∈ R

Z
d
, its i-th directional

(forward) difference ∇iφ : Z
d → R is defined as

∇iφn = φn+ei − φn, i = 1, · · · , d, (2.3)

and its gradient ∇φ : Z
d → R

d is

∇φn = (∇1φn,∇2φn, · · · ,∇dφn) .

We also denote the dot product and the induced norm of the resulting vectors by (∇g ·
∇ f )(n) = ∑d

i=1 ∇i gn · ∇i fn , and |∇ f |(n) := √
(∇ f · ∇ f )(n). The discrete (graph)

Laplacian � on Z
d is defined as usual, acting on φ = {φn}n∈Zd , via

(�φ)n =
∑

|m−n|1=1

(φm − φn) =
∑

1≤i≤d

(
φn+ei + φn−ei − 2φn

)
. (2.4)
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For a real sequence {vn}n∈Zd onZ
d , the potential V is a multiplication operator acting on

φ ∈ �2(Zd) as (Vφ)n = vnφn . The operator −� + V is called the discrete Schrödinger
operator on Z

d . If one takes vn = vn(ω) as independent, identically distributed random
variables (in some probability space), the random operator−�+V (ω) is usually referred
to as the Anderson model. We refer readers to [AW,Ki] for more details and a complete
introduction to tight-binding Hamiltonians and the Anderson model.

Throughout the rest of the paper, we consider the discrete Schrödinger operator
−� + V restricted to a finite domain in Z

d . Let � = (Z/KZ)d ∼= {1̄, 2̄, · · · , K̄ }d ,
where K ∈ N and k̄, 1 ≤ k ≤ K , is the congruence class, modulo K . For simplicity,
we often treat � as a subset of Z

d . Slightly abusing the notation, we denote by | · |1 the
induced 1-norm of Z

d on the congruence class �, where, for example, we consider two
points (1, n2, · · · , nd) and (K , n2, · · · , nd) to be nearest neighbors and to have distance
one from each other in �. From now on, we will concentrate on the finite dimensional
subspace �2(�) of �2(Zd). We frequently writeH := �2(�) ∼= R

Kd
for simplicity. The

linear space H is equipped with the usual inner product on R
Kd

, which is denoted by
〈·, ·〉 = 〈·, ·〉H . It is easy to check that for φ ∈ H ,

φn = φn+Kei , n ∈ �, i = 1 · · · , d, (2.5)

which specifies the periodicity of φ.
We assume that vn ≥ 0 is real valued and non-constant, and that min� vn ≥ 0. We

set Vmax := max� vn > 0 and let H = H� be the restriction of −� + V toH :

(H�φ)n = −(�φ)n + (Vφ)n = −
∑

|m−n|1=1

(φm − φn) + vnφn, n ∈ �. (2.6)

Similar to the continuous case, the discrete Hamiltonian can be written in its Dirichlet
form on the periodic lattice �:

〈φ, Hφ〉H =
∑

n∈�

‖∇φn‖2 +
∑

n∈�

vnφ
2
n ,

where ‖∇φn‖2 := ∑d
i=1 |∇iφn|2.

It is easy to check that all eigenvalues of H in (2.6) are contained in [0, 4d + Vmax]
for any finite K . For the Anderson model H∞ = −� + V (ω) acting on the entire space
�2(Zd), it is well known that the spectrum σ(H∞) is (almost surely) the non-random set
[0, 4d] + supp V ⊂ [0, 4d + Vmax].

A linear operator acting a finite dimensional space may be viewed as a matrix. For
example, H� = −� + V acting on � = Z/KZ in (2.6) may be identified with the sum
of the two K × K matrices,

− � =

⎛

⎜⎜⎜⎜⎜⎜⎜
⎝

2 −1 0 · · · −1

−1 2
. . .

...

0
. . .

. . .
. . . 0

...
. . .

. . . 2 −1
−1 · · · 0 −1 2

⎞

⎟⎟⎟⎟⎟⎟⎟
⎠

, V =

⎛

⎜⎜⎜⎜⎜⎜⎜
⎝

v1 0 0 · · · 0

0 v2 0
. . .

...

0
. . .

. . .
. . . 0

...
. . .

. . . vK−1 0
0 · · · 0 0 vK

⎞

⎟⎟⎟⎟⎟⎟⎟
⎠

. (2.7)

It is easy to verify that H is invertible. Moreover, by the maximum principle (see
Lemma A.2), all the matrix elements of its inverse are positive, H−1(i, j) > 0 for all
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i, j ∈ �. Therefore, there is a unique positive vector u ∈ �2(�) solving the equation
(Hu)n = 1, n ∈ �. The equation will be referred to as the landscape equation and the
solution u = {un}n∈�, will be called the landscape function. The function u thus defined
is the discrete analogue of the landscape function in [FM] in the continuum setting. The
discrete landscape function was first introduced in [LMF], for a one dimensional lattice
with zero boundary conditions. It was studied on a higher dimensional lattice with
periodic boundary conditions in [WZ]. The following result can be found in [WZ].

Theorem 5 (Theorem 2.10, Lemma 2.12 in [WZ]). Assume that vn ≥ 0 and is not
identically zero. Let u = {un} ∈ �2(�) be the unique solution of the landscape equation
(Hu)n = 1. Then

min
n∈�

un ≥ 1

maxn∈� vn
> 0. (2.8)

As shown in [ADFJM2] for the continuous case and in [WZ] for the discrete case,
1/u := {1/un}n∈� serves as an effective potential via the following landscape uncer-
tainty principle:

Theorem 6 (Lemma 2.14 in [WZ]). For any f ∈ �2(�),

〈 f, H f 〉H =
∑

n∈�

∑

1≤i≤d

un+ei un

(
∇i

fn
un

)2

+
∑

n∈�

1

un
f 2n ≥

∑

n∈�

1

un
f 2n , (2.9)

where ∇i
fn
un

= fn+ei /un+ei − fn/un.

Let us introduce a few more notations. For a, b ∈ Z, a ≤ b, we denote by �a, b� =
{a, a+1, · · · , b} consecutive integers from a to b. Wewill frequently work with cubes in
Z
d , and their images in� = (Z/KZ)d . For r ∈ N, Q = �1, r�d , we say that Q is a cube

in Z
d of side length �(Q) = r , which is the cardinality of Q projected in each direction.

We denote by |Q| = Card (Q) the total cardinality of Q and call it the volume of Q
when it is clear. For any a ∈ Z

d , a + Q is the translation of Q in Z
d , respectively having

the same side length and volume. For a cube Q, we denote by 3Q the cube concentric
with Q of side length 3�(Q)

3Q :=
⋃

1≤i≤d
ki=0,±�(Q)

(Q + k1e1 + k2e2 + · · · + kded) , (2.10)

see Fig. 3.
Let ∂Q be the (inner) boundary of Q:

∂Q = { n ∈ Q : n + ei �∈ Q or n − ei �∈ Q for some 1 ≤ i ≤ d } , (2.11)

and let ∂◦Q ⊂ ∂Q be the flat part of the boundary, removing all the corners:

∂◦Q = {n ∈ ∂Q : n + ei �∈ Q or n − ei �∈ Q for only one 1 ≤ i ≤ d} . (2.12)

For an integer interval I = �a, a + r − 1� of side length r ≥ 3, we denote by
I/3 := �a + �r/3� , a + �r/3� + �r/3� − 1� the middle third interval of I . For a cube
Q = I1 × I2 × · · · × Id , Ii = �ai , ai + r − 1�, i = 1 · · · , d, we denote by Q/3 the
middle third cube of Q, defined as:

Q/3 := (I1/3) × (I2/3) × · · · × (Id/3). (2.13)

It is easy to verify that Q/3 is the “thin” middle third part of Q in the sense that
�(Q/3) = ��(Q)/3� ≤ �(Q)/3 and 3(Q/3) ⊆ Q. The relation becomes 3(Q/3) = Q
if 3 | �(Q).
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Fig. 3. The center cube (in red) Q = {4, 5, 6}2 has side length 3. Q is surrounded by its translations (in blue)
Q + ae1 + be2, a, b = 0,±3. The union of all the small cubes is 3Q = {1, · · · , 9}2 of side length 9

Fig. 4. The effective potential {1/un}11n=1 is plotted in blue. The horizontal reference line is μ = 1/9 (in

black). The partition P(3) = {Q j }4j=1 contains four disjoint cubes. On Q2, Q3, Q4, min(1/un) falls below
μ

3. Landscape Law: The General Case and the Self-Improvement Under the
Scaling Condition

In this section, we study Theorems 1, 2, and 3. Let us recall some of the notations first.
Let � ∼= �1, K �d be the periodic domain of side length K . Let N (μ) be the (finite
volume) integrated density of states (IDS) of H on �, as defined in (1.2).

Let u = {un} be the landscape function of H defined in the introduction. For μ > 0,
let s(μ) = ⌈

μ−1/2
⌉
and let Nu(μ) be the landscape box counting function, defined with

respect to the partitionP = P(s(μ);�) as in (1.3), see Figs. 4, 5 for examples onZ
1, Z

2.

Remark 3.1. The landscape box counting function Nu = NP
u is defined with respect

to to the partition P = P(r;�), r = ⌈
μ−1/2

⌉
. Consider any translation of P by a ∈

�0, r − 1�d , i.e., Pa = {a + Q, Q ∈ P}. Then Pa is also a partition of � of size r since
� is a periodic torus. Each a + Q ∈ Pa can be covered by finitely many cubes Q′ ∈ P,
and vice versa. The number of cubes from one partition needed to cover a cube from
another partition is at most 3d − 1. Therefore, if we use Pa to define a landscape box
counting function NPa

u , the counting function will differ by at most a factor of 3±d , i.e.,
for any a ∈ �0, r − 1�d

3−d NPa

u ≤ NP
u ≤ 3d NPa

u .

Furthermore, if r < r ′, then P(r;�) is a finer partition than P(r ′;�). Each Q′ ∈ P(r ′)
can be covered by at most (r ′/r + 2)d cubes Q ∈ P(r;�). Therefore, the number of
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Fig. 5. The effective potential (in blue) on a Z
2 lattice. The reference energy μ = 1/36 (in pink). The

partition P(6) contains 9 disjoint boxes, four regular boxes have side length 6, and five irregular boxes along
the boundary

Q′ ∈ P(r ′) such that minn∈Q′ 1
un

≤ μ will differ from the number of Q ∈ P(r) such

that minn∈Q 1
un

≤ μ at most by a factor of (r ′/r + 2)d . In other words, for r < r ′,

NP(r ′)
u ≤ NP(r)

u ≤ (
r ′/r + 2

)d
NP(r ′)
u .

Based on the above discussion, we are allowed to estimate Nu(μ) by either shifting
the original partition P (⌈

μ−1/2
⌉)

or tweaking the side length of the partition slightly.
The change of the partition will lead to a different box-counting function, but the new
counting functionwill differ from Nu only by somemultiplicative dimensional constants.
This will be very useful in the proofs.

3.1. Upper bound. Proof of Theorem 1. Let H = −� + V be as in (2.6) acting on
H = �2(�) ∼= R

Kd
. We denote by 〈 · , · 〉 the inner product on �2(�) induced by the

usual one on R
Kd

.

Case I: μ < 1
4d . We will actually start withμ < 1, and then consider the rescaling μ

4d in
the end. To get an upper bound for N (μ), it is enough to bound 〈 f, H f 〉
from below on some subspace of H . For r = ⌈

μ−1/2
⌉ ≤ 2μ−1/2, let

P(r) = P(r;�) be the partition of side length r . Let

F :=
{
Q ∈ P(r) : min

n∈Q
1

un
≤ μ

}
.

Let S be the linear subspace of the vectors inH whose average on each Q ∈ F is zero,
i.e.,
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S =
⎧
⎨

⎩
f ∈ H : 1

|Q|
∑

n∈Q
fn = 0, Q ∈ F

⎫
⎬

⎭
.

The subspace S has Card (F ) many linear independent constraints since all Q ∈ P are
disjoint. Therefore, S has codimension Card (F ).

By the landscape uncertainty principle (2.9),

〈 f, H f 〉 =
∑

n∈�

(
‖∇ fn‖2 + vn f

2
n

)
≥

∑

n∈�

1

un
f 2n .

We see that

〈 f, H f 〉 ≥
∑

n∈�

‖∇ fn‖2 and 〈 f, H f 〉 ≥
∑

n∈�

1

un
f 2n ,

which implies

2 〈 f, H f 〉 ≥
∑

n∈�

(
‖∇ fn‖2 + 1

un
f 2n
)
.

Therefore, for f ∈ S,

2 〈 f, H f 〉 ≥
∑

Q∈P(r)

∑

n∈Q

(
‖∇ fn‖2 + 1

un
f 2n

)
≥

∑

Q∈F

∑

n∈Q
‖∇ fn‖2 +

∑

Q �∈F

∑

n∈Q

1

un
f 2n .

(3.1)

In the second sum, 1/un ≥ min 1/un > μ since Q /∈ F . Therefore,

∑

Q �∈F

∑

n∈Q

1

un
f 2n ≥ μ

∑

Q �∈F

∑

n∈Q
f 2n .

To bound the gradient term on the right-hand side of (3.1), we need the discrete version
of the Poincaré inequality (Lemma A.4 in Appendix A): for any cube Q ∈ F of side
length �(Q) = r = ⌈

μ−1/2
⌉ ≤ 2μ−1/2,

∑

n∈Q
‖∇ fn‖2 ≥ 2

�(Q)2d

∑

n∈Q
( fn − f̄Q)2 ≥ 2

(2μ−1/2)
2 d

∑

n∈Q
f 2n = μ

2d

∑

n∈Q
f 2n .

Notice that the last Q ∈ P in each direction may not be a regular box of equal side
length, the above estimate remains the same since the side length of the irregular box
does not exceed r = ⌈

μ−1/2
⌉
, see (A.3) in Lemma A.4.

Putting these two parts together, one has for f ∈ S

〈 f, H f 〉 ≥ 1

2

∑

Q∈P

∑

n∈Q

(
‖∇ fn‖2 + 1

un
f 2n

)
≥ 1

2

∑

Q∈F

μ

2d

∑

n∈Q
f 2n +

1

2
μ
∑

Q �∈F

∑

n∈Q
f 2n

>
μ

4d

∑

n∈�

f 2n = μ

4d
〈 f, f 〉 .
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Therefore, using the mini-max characterization of eigenvalues, the number of eigen-

values of H below
μ

4d
is bounded from above by the codimension of the subspace S,

which is equal to Card (F ). Hence,

N
( μ

4d

)
≤ Card (F )

|�| = Nu(μ), for μ < 1.

Equivalently,

N (μ) ≤ Nu(4dμ), for μ <
1

4d
. (3.2)

Case II: μ ≥ 1
4d . Similar to Case I, we will work with μ ≥ 1, and then consider the

rescaling μ
4d in the end. The construction is similar to the previous

case. Let

F =
{
n ∈ � : 1

un
≤ μ

}
, S = { f ∈ H : fn = 0 if n ∈ F } .

From the definition of Nu in (1.3) and the fact that
⌈
μ−1/2

⌉ = 1, we
see that Nu(μ) = Card (F ) /|�|.

Due to (2.9),

〈 f, H f 〉 ≥
∑

n /∈F

1

un
f 2n ≥

∑

n /∈F
μ f 2n = μ

∑

n∈�

f 2n = μ 〈 f, f 〉 for all f ∈ S,

where we have used the fact that fn = 0 on F for the first equality. Notice that in this
case, we do not need the Poincaré inequality.

Therefore, for all μ ≥ 1, N (μ) ≤ Nu(μ). Since N (μ) is non-decreasing, it implies
that N (μ/(4d)) ≤ N (μ) ≤ Nu(μ) for μ ≥ 1. Equivalently,

N (μ) ≤ Nu(4d μ), for μ ≥ 1

4d
. (3.3)

Combing (3.2) and (3.3), we finish the proof for (1.4). ��

3.2. General lower bound in the non-scaling case. Proof of Theorem 2. Similarly to the
upper bound, if one can bound 〈 f, H f 〉 from above on a subspace of H ∼= R

Kd
, then

the eigenvalue counting function will be bounded from below by the dimension of this
subspace.

Proof. Let

r =
⌈
(cH/32)

1
4 μ− 1

2

⌉
,

where 0 < cH < 1 is a dimensional constant given by the discrete Moser-Harnack
inequality, see Lemma A.11.

Given 0 < α < (cH/32)−1/4/18, let R = ⌈
α−1μ−1/2

⌉ ≥ r .

Case I: r | R | K , i.e., K = K0R, R = R0r for some K0, R0 ∈ N. We will deal
with the following three sub-cases for small, mild, and large μ.
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Case I(a): We first consider μ < (cH/32)
1
2 and therefore K ≥ R ≥ r ≥ 2. In this

case, one has (cH/32)
1
4 μ− 1

2 ≤ r < 2 (cH/32)
1
4 μ− 1

2 , α−1μ−1/2 ≤ R <

2α−1μ−1/2. Therefore,

1

2
α−1 (32/cH )1/4 ≤ R0 = R

r
≤ 2α−1 (32/cH )1/4. (3.4)

Consider the partition P(R;�) of � of side length R, and, for each Q of side length
R = R0r , consider the finer partition P(r; Q) of side length r . Clearly, the collection of
all q ∈ P(r; Q) for all Q ∈ P(R;�) also forms a partition for � of size r :

P(r;�) =
⋃

Q

P(r; Q) = {
q : q ∈ P(r; Q), Q ∈ P(R;�)

}
. (3.5)

Since α < (32/cH )1/4/18, then R/r = R0 ≥ 9 due to (3.4). For each Q, let q̌ be
a cube in P(r; Q) such that distRd (q̌, cQ) ≤ √

d/2, where cQ is the center of Q in R
d

and the distance is measured in R
d . We call such q̌ a centric cube with Q. We see that a

centric cube q̌ satisfies 3q̌ ⊂ Q/3, cf. (2.10), (2.13), since R0 ≥ 9. The notion of centric
cube means that we consider cubes in P(r; Q) and P(R; Q) as subsets of R

d , and then
pick q̌ to be a cube in P(r; Q) closest to the center of Q in R

d . Note that the choice
of a centric cube may not be unique. That would not effect the estimates below and the
translation arguments in (3.16) due to Remark 3.1.

For any 0 < α < (32/cH )1/4/18, let

F ′ =
{
Q ∈ P(R;�) : min

n∈q̌
1

un
≤ μ and min

n∈Q
1

un
≥ α2 μ

}
. (3.6)

Given Q ∈ P(R;�), let Q/3 ⊂ Q be the middle third of Q as usual. Let χQ =
{χQ

n }n∈� ∈ H be a discrete cut-off function supported on Q and such that

χQ
n = 1 if n ∈ Q/3, χQ

n = 0 if n /∈ Q, χQ
n ∈ (0, 1) otherwise, (3.7)

and

|χQ
n+ei − χQ

n | ≤ 3

R
, if n, n + ei ∈ Q, |χQ

n+ei − χQ
n | = 0, if n or n + ei /∈ Q,

for i = 1, · · · , d. Such a cut-off function is the discrete analogue of a smooth bump
function in the continuous case. We include an explicit construction in Appendix A.3
for reader’s convenience.

Let S′ be the linear subspace of H ∼= R
Kd

which is spanned by the cut-offs of u to
each Q in F ′. More precisely, we define

S′ = span
{
uQ = {uQ

n }n∈� ∈ H : uQ
n = un χQ

n , Q ∈ F ′}.

The subspace S′ has dimension Card
(F ′) since all Q are disjoint and un > 0.

We aim to estimate
〈
uQ, H uQ

〉
/
〈
uQ, uQ

〉
from above for each uQ in S′. First, by

the landscape uncertainty principle (2.9),

〈
uQ, HuQ

〉
=
∑

n∈�

∑

1≤i≤d

un+ei un
(
χ
Q
n+ei − χQ

n

)2
+
∑

n∈Q

1

un

(
unχ

Q
n

)2
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≤
∑

1≤i≤d

∑

n,n+ei∈Q
un+ei un

(
3

R

)2

+
∑

n∈Q
un ≤ 9d Rd−2 sup

Q
u2n + Rd sup

Q
un .

(3.8)

On the other hand, recall that 3q̌ ⊂ Q/3, so that
〈
uQ, uQ

〉
=

∑

n∈Q

(
unχ

Q
n

)2 ≥
∑

n∈Q/3

u2n ≥
∑

n∈3q̌
u2n .

Since −(�u)n = 1 − vnun ≤ 1, applying the discrete Moser-Harnack inequality in
Lemma A.11, Appendix A.6, to un on the smaller cubes q̌ with �(q̌) = r , one has

∑

n∈3q̌
u2n ≥ rd

(
cH sup

q̌
u2n − r4

)
. (3.9)

By the definition of F ′ in (3.6), one has

sup
n∈Q

un ≤ α−2μ−1, sup
n∈q̌

un ≥ μ−1. (3.10)

Notice that r =
⌈
(cH/32)

1
4 μ− 1

2

⌉
implies (cH/32)

1
4 μ− 1

2 ≤ r < 2 (cH/32)
1
4 μ− 1

2 , i.e.,

r4 ≤ 1

2
cHμ−2, r−2 ≤ √

32/cH μ. (3.11)

Therefore, putting (3.8) and (3.9) together and using R = R0r ,

〈
uQ, HuQ

〉

〈
uQ, uQ

〉 ≤ 9d Rd−2 supQ u2n + Rd supQ un

rd
(
cH supq̌ u2n − r4

) ≤ 9d Rd−2
0 rd−2α−4μ−2 + Rd

0 r
d α−2μ−1

rd
(
cHμ−2 − 1

2 cHμ−2
)

≤C
(
Rd−2
0 α−4 + Rd

0 α−2
)

μ ≤ C2 α−d−2 μ, (3.12)

where C2 = C2(d, cH ). In the last line, we used (3.4) with R0 � α−1.
Then, by orthogonality of the uQ for Q ∈ F ′, we get for

N0 := Card
{
eigenvalues λ of H such that λ ≤ C2α

−d−2 μ
}

(3.13)

the estimate

N0 ≥ Card(F ′)

= Card

{
Q ∈ P(R;�) : min

n∈q̌
1

un
≤ μ and min

n∈Q
1

un
≥ α2 μ

}

≥ Card

{
Q ∈ P(R;�) : min

n∈q̌
1

un
≤ μ

}

−Card

{
Q ∈ P(R;�) : min

n∈Q
1

un
≤ α2 μ

}
:= N1 − N2. (3.14)

Given an integer j , | j | ≤ �R0/2�, we consider a translation T i, j : � → �, by the
vector jrei , i.e., T i, j (n) = n + jrei for any n ∈ �. For the partition P(R;�), denote
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by Pi, j (R;�) the partition translated by T i, j . Recall that P(r;�) is the finer partition
of side length r , see (3.5). Denote by Pi, j (r;�) the translation of P(r;�), which again
is a refinement for Pi, j (R;�). For any q̌ ⊂ Q ∈ P(R;�), it is easy to check that
Q ⊂ ⋃

i, j T
i, j (q̌). In other words, the collection of all T i, j (q̌) will cover the entire Q,

provided enough tanslations of q̌ (at most �R0/2� many).
For each translated centric cube T i, j (q̌) in the corresponding T i, j (Q) ∈ Pi, j (R;�),

we repeat the construction ofF ′ andS′ starting from (3.6). By exactly the same argument
as for (3.14),

N0 ≥ N i, j
1 − N i, j

2 , (3.15)

whereN0 is the same as in (3.13) since the eigenvalue counting will be the same for all
the translations, and

N i, j
1 =Card

{
T i, j (Q) ∈ Pi, j (R;�) : min

n∈T i, j (q̌)

1

un
≤ μ

}
,

N i, j
2 =Card

{
T i, j (Q) ∈ Pi, j (R;�) : min

n∈T i, j (Q)

1

un
≤ α2 μ

}
.

Recall that q̌ has side length r and is locatednear the center of eachQ.We repeat the above
process exactly σ times so that

⋃
j,i T

i, j (q̌) = Q, and therefore,
⋃

Q
⋃

j,i T
i, j (q̌) =

�, which is exactly the fine partitionP(r;�) of the entire domain.One translated T i, j (q̌)

corresponds to exactly one small cube q in the original partition P(r;�). The number
σ of the translations we need can be bounded from above by σ ≤ (2 �R0/2�)d ≤ Rd

0 ≤
Cα−d . Notice that for all j, i , we have N i, j

2 < CN2 for some dimensional constant C
because of Remark 3.1. Then, summing up (3.15) over all possible translations,

σN0 ≥
∑

i, j

N i, j
1 − σN i, j

2 (3.16)

=
∑

i, j

Card

{
T i, j (Q) ∈ Pi, j (R;�) : min

n∈T i, j (q̌)

1

un
≤ μ

}
− σN i, j

2

=
∑

j,i

Card

{
T i, j (q̌) : min

n∈T i, j (q̌)

1

un
≤ μ

}
− σN i, j

2

≥Card

{
q ∈ P(r;�) : min

n∈q
1

un
≤ μ

}
− CσN2.

Therefore, the upper bound on the number of the translations σ ≤ Cα−d implies

Cα−dN0 ≥ Card

{
q ∈ P(r;�) : min

n∈q
1

un
≤ μ

}
− C̃α−dN2. (3.17)

Notice that the partition in the counting of N2 is of side length R = ⌈
α−1μ−1/2

⌉ =⌈
(α2μ)−1/2

⌉
, which is exactly the side length needed in the definition of Nu(α

2μ). On

the other hand, the partition in the counting ofN1 is of side length r =
⌈
(cH/32)

1
4 μ− 1

2

⌉
.

The side length needed in the definition of Nu(μ) should be r ′ = ⌈
μ−1/2

⌉
, which is

larger than r used in N1. But the two counting functions defined by P(r) or P(r ′) will
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only differ by a dimensional factor since 1 ≤ r ′/r ≤ 2(32/cH )1/4, see Remark 3.1.
Therefore,

Card

{
q ∈ P(r;�) : min

n∈q
1

un
≤ μ

}
≥ C−1Card

{
q ′ ∈ P(r ′;�) : min

n∈q ′
1

un
≤ μ

}
.

Then by (3.17)

α−dN0 ≥ cCard

{
q ′ ∈ P(r ′;�) : min

n∈q ′
1

un
≤ μ

}

− Cα−dCard

{
Q ∈ P(R;�) : min

n∈Q
1

un
≤ α2 μ

}
,

which implies that

N (C2α
−d−2μ) ≥ cαd Nu(μ) − CNu(α

2μ), for all 0 < μ < (cH/32)1/2, (3.18)

provided that 0 < α < (32/cH )1/4/18, K ≥ ⌈
α−1μ−1/2

⌉
.

We notice that the construction above also needs the entire domain to be large enough,
i.e., K ≥ R ≥ α−1μ−1/2. The restrictions on K can be removed easily. If 3r < K <⌈
α−1μ−1/2

⌉
, then we can repeat the above construction by setting R = K directly, the

proof for (3.18) is exactly the same. If K ≤ 3r � μ−1/2 then there are at most 3d boxes
in the partition. Therefore, Nu(μ) ≤ 3d/Kd . On the other hand, the argument for (3.8)
can be used to show that the ground state eigenvalue E0 of H is bounded from above
by E0 ≤ Cμ, with a dimensional constant C . Therefore, N (Cμ) ≥ 1/Kd � Nu(μ).
Then (3.18) holds trivially by picking α small, and the smallness only depends on the
dimension.

Case I(b): Next we consider (cH/32)
1
2 ≤ μ ≤ (3α)−2. Note that the range of μ

requires α < (32/cH )1/4/3, which is fulfilled by the assumption of α. In this case, the

side length �(q) = r =
⌈
(cH/32)

1
4 μ− 1

2

⌉
= 1 and �(Q) = R = ⌈

α−1μ−1/2
⌉ ≥ 3.

For each Q ∈ P(R), we pick q̌ to be a centric cube with Q, then construct F ′, S′ in the
same way as (3.6). The upper bound (3.8) for

〈
uQ, HQ

〉
remains the same. To bound〈

uQ, uQ
〉
from below, one has trivially

〈
uQ, uQ

〉 ≥ ∑
Q/3 u

2
n ≥ ∑

q̌ u
2
n ≥ μ−2 since

q̌ ⊂ Q/3. The bounds on μ and the definition of R imply

R ≤ 2α−1μ−1/2 ≤ 2 (cH/32)−
1
4 α−1, and R−2 ≤ (α−1μ−1/2)−2 = α2μ.

Hence,
〈
uQ, HQ

〉

〈
uQ, uQ

〉 ≤ 9dRd−2α−4μ−2 + Rdα−2μ−1

μ−2 ≤ 9d(Rdα−4)R−2 + (Rdα−2)μ

≤C2 α−d−2 μ, (3.19)

where the constant C2 only depends on d and cH . We obtain the bound as in (3.12), and
therefore the same bound (3.18) holds for all 0 < μ ≤ (3α)−2.

Repeating the proof of (3.18) for μ̃ = c1αd+2μ ≤ (3α)−2 with c1 = C−1
2 , we obtain

N (μ) ≥ cαd Nu(c1α
d+2μ) − CNu(c1α

d+4μ), for all μ <
1

9
c1 α−d−4, (3.20)
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provided 0 < α < (32/cH )1/4/18.
Case I(c): The remaining case is μ ≥ (3α)−2. Since α < (32/cH )1/4/18, then

μ ≥ (cH/32)
1
2 . In this case, the range of μ implies r =

⌈
(cH/32)

1
4 μ− 1

2

⌉
= 1 and

R = ⌈
α−1μ−1/2

⌉
< 3. We construct F ′, S′ with cube Q of side length R̃ = 9 instead.

Note that this will not change the counting forN0 andN1. The change will only result a
different counting forN2,whichwedenote by Ñ2 the newcountingusing�(Q) = R̃ = 9.
Since 1 ≤ R̃/R ≤ 9, one has Ñ2 ≤ N2 ≤ 9dÑ2, due to Remark 3.1. Similar to (3.19),
one has

〈
uQ, HQ

〉

〈
uQ, uQ

〉 ≤ 9d9d−2 α−4 + 9dα−2μ ≤ (9d9d−1 + 9d) α−2 μ,

since α−2 ≤ 9μ. Then we repeat the arguments for (3.15)–(3.18) using translations.
Notice that the number σ of translations needed in this case is bounded from above by
a dimensional constant σ ≤ C . We obtain instead

N (C ′
2α

−2μ) ≥ cNu(μ) − CNu(α
2μ) for all μ ≥ (3α)−2. (3.21)

Repeating the proof of (3.21) for μ̃ = c′
1α

d+2μ ≥ (3α)−2 where c′
1 = (C ′

2)
−1, we

reach

N (μ) ≥ cNu(c
′
1α

2μ) − CNu(c
′
1α

4μ) for all μ >
1

9
c′
1 α−4, (3.22)

provided 0 < α < (32/cH )1/4/18.
Finally, we require further that α < (c1/c′

1)
1/d so that c∗α−4 < 1

9c1 α−d−4 where
c∗ = 1

9c
′
1. Therefore, the estimates (3.22) and (3.22) cover μ ≤ c∗α−4 and μ > c∗α−4

respectively. This completes the proof of Theorem 2.

Case II: either r �| R or R �| K , where r = ⌈
(cH/32)1/4 μ−1/2

⌉
and R = ⌈

α−1μ−1/2
⌉

are the same in Case I. Without loss of generality we assume that

K = (K0 − 1) R + R̃, 0 < R̃ < R, and R = (R0 − 1) r + r̃ , 0 < r̃ < r.

The other two cases, where either R̃ = R or r̃ = r , are similar. Recall the construction
of the partition for P(R;�) and P(r; Q). In the last row and column of each direction
we need to use a rectangular box instead of a cube. We denote the regular cube of side
length R or r still by Q and q, and denote the remaining special rectangular boxes by Q̃
and q̃ , whose side lengths are R̃ and r̃ , respectively, in at least one direction, and write

P(R;�) = {Q} ∪ {Q̃}, P(r; Q) = {q} ∪ {̃q}. (3.23)

Notice in this case, the union P̃ = ⋃
Q∈P(R;�) P(r; Q) is not the original partition

P(r;�), but it is a finer one. Therefore, the counting function defined through P̃will be
bounded from below by the counting function defined through P(r;�).

In this case, we define F ′ only using the regular cubes Q and ignoring all the Q̃.
Then by exact the same construction, we obtain (3.14), i.e., N0 ≥ N1 − N2. Next, we
need to translate the partition P(R;�) and P(r; Q) by vectors of length r several steps
in each direction, so that the centric small cubes q̌ can cover the large cubes Q. In the
previous case, we needed at most j ∼ �R0/2� steps in each direction. In Case II, we
want to continue the translation up to j̃ ∼ �2R0� steps in each direction, where the total
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number of translations in all directions is at most σ̃ ≤ (22R0)
d ≤ Cα−d . By doing this,

the translated centric cubes T i, j (q̌) will cover 3Q. In particular, they will cover all the
irregular boxes Q̃ near the boundary of the domain. Notice that for the regular cubes Q,
translations up to j̃ ∼ �2R0� steps will cause an overlap, which leads to an overestimate
in the corresponding sum

∑
i, j N i, j

1 as in (3.16). But since j̃ ≤ 2R0 and the T i, j (q̌)

are contained in 5Q for each Q, the over-counting will be at most 5d times more. In
conclusion, we can obtain

σ̃ Card
{
eigenvalues λ of H such that λ ≤ C2α

−d−2 μ
}

≥
∑

j,i

Card

{
T i, j (q̌) : min

n∈T i, j (q̌)

1

un
≤ μ

}
− σ̃ Card

{
Q ∈ P(R; �) : min

n∈Q
1

un
≤ α2 μ

}

≥ 1

5d
Card

{
q ∈ P̃ : min

n∈q
1

un
≤ μ

}
− σ̃ Card

{
Q ∈ P(R; �) : min

n∈Q
1

un
≤ α2 μ

}
.

Note that in the last line the collection of pertinent cubes q or Q already includes the
irregular boxes q̃ or Q̃ respectively. Together with the fact that P̃ is finer than P(r;�),
we obtain that

α−dCard
{
eigenvalues λ of H such that λ ≤ C2α

−d−2 μ
}

≥ 5−dCard

{
q ∈ P(r;�) : min

n∈q
1

un
≤ μ

}
− Cα−dCard

{
Q ∈ P(R; �) : min

n∈Q
1

un
≤ α2 μ

}
,

which implies N (C2α
−d−2μ) ≥ cαd Nu(μ) − CNu(α

2μ). This is the same estimate as
we obtained in (3.18). Replacingμ byC−1

2 αd+2μ as in the remaining arguments in Case
I, we can obtain (3.22) and (3.22) in a similar manner. ��

3.3. Lower bound in the scaling case. Proof of Theorem 3. Let

R =
⌈(

1

2C ′′

) 1
4

μ− 1
2

⌉

, (3.24)

where C ′′ ≥ 1 is a dimensional constant that will be specified later.
We need to consider two cases, corresponding to R | K and R �| K . Similar to the

arguments in the previous subsection, the latter can be be reduced to the former by a
translation argument. For simplicity, we will only deal with the case K = K0R for some
K0 ∈ N. Also, we first assume that μ is small and R ≥ 3, so that the cube of side length
R is large enough to construct cut off functions as in (3.7). Otherwise, when μ is large
and R is small, we start with R̃ = 9 and tweak the dimensional constants in the end by
Remark 3.1 as in the previous subsection.

For
( 1
2C ′′

) 1
4 μ− 1

2 ≥ 3, i.e.,μ < 1
9

( 1
2C ′′

)− 1
2 , one has R ≥ 3. We consider the partition

P(R;�) consisting cubes of side length R as usual. Let

F ′′ =
{
Q ∈ P(R; �) : min

n∈Q
1

un
≤ μ

}
, S′′ = span

{
uQ ∈ H : uQ

n = unχ
Q
n , Q ∈ F ′′} ,
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where χQ = {χQ
n } is the cut-off function as in (A.7) on each Q. The dimension of S′′

equals Card
(F ′′).

Our goal, once again, is to establish estimates similar to (3.12). The upper bound for〈
uQ, HuQ

〉
remains the same as we obtained in (3.8):

〈
uQ, HuQ

〉
≤ 9d Rd−2 sup

Q
u2n + Rd sup

Q
un . (3.25)

It remains to obtain the lower bound for
〈
uQ, uQ

〉
. First, theMoser-Harnack inequality

(A.41) implies that
∑

n∈3Q
u2n ≥ Rd

(
cH sup

Q
u2n − R4

)
.

Then we apply the scaling condition (1.7) twice, to write

∑

n∈3Q
u2n ≤ CS

(∑

n∈Q
u2n + Rd+4

)
≤CS

⎛

⎝CS

( ∑

n∈Q/3

u2n + (R/3)d+4
)
+ Rd+4

⎞

⎠

≤C2
S

∑

n∈Q/3

u2n + C ′
S R

d+4.

Hence,
∑

n∈Q/3

u2n ≥ C−2
S cH Rd

(
sup
Q

u2n − C ′′R4
)
,

where C ′′ depends on d, cH and CS . By the choice of R in (3.24),

(
1

2C ′′

) 1
4

μ− 1
2 ≤ R ≤ 2

(
1

2C ′′

) 1
4

μ− 1
2 ,

and by definition for Q ∈ F ′′, supQ u2n ≥ μ−2. Then we have

1

2
sup
Q

u2n ≥ 1

2
μ−2 ≥ 1

2
(2C ′′)R4 = C ′′R4.

Therefore,
〈
uQ, uQ

〉
=

∑

n∈Q
(un χQ

n )2 ≥
∑

n∈Q/3

u2n ≥ C−2
S cH Rd

(
sup
Q

u2n − C ′′R4
)

≥ C−2
S cH Rd

( 1

2
sup
Q

u2n
)
.

Putting the upper and lower bounds together, we have that
〈
uQ, HuQ

〉

〈
uQ, uQ

〉 ≤ 9d Rd−2 supQ u2n + Rd supQ un
1
2 Rd C−2

S cH supQ u2n

= C ′
1 R

−2 + C ′
2 min

Q

1

un
≤ C ′

1 (4
√
2C ′′ μ ) + C ′

2 μ := C3 μ ,
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whereC3 = 4C ′
1

√
2C ′′ +C ′

2 depends only on cH ,CS and the dimension d. Therefore,

Card { eigenvalues λ of H such that λ ≤ C3μ } ≥ Card
(F ′′) .

Notice that in the definition ofF ′′, the side length of the cube R is smaller than the side
length

⌈
μ−1/2

⌉
required in the definition of Nu(μ). The box counting usingP(R;�) can

be bounded from below by the box counting using P(
⌈
μ−1/2

⌉ ;�), due to Remark 3.1.
The above estimates also require 3Q ⊂ �, i.e., K � μ−1/2. The restriction on K can be
removed exactly in the same way as for the non-scaling case, by multiplying counting
functions by a dimensional constant c̃. Therefore, we obtain N (C3μ) ≥ c̃Nu(μ) for all

0 < μ < 1
9

( 1
2C ′′

)− 1
2 := b. Equivalently, one has that

N (μ) ≥ c̃Nu(C
−1
3 μ), for all 0 < μ < C3 b. (3.26)

Next, we consider μ ≥ b and R = ⌈ 1
2C ′′ )1/4μ−1/2

⌉ ≤ 3. In this case, we construct
F ′′ and S′′ using cubes of side length �(Q) = R̃ = 9 and tweak the dimensional
constants in the counting in the end by Remark 3.1. The upper bound for

〈
uQ, HuQ

〉

remains the same as in (3.25)

〈
uQ, HuQ

〉
≤ a (sup

Q
u2n + sup

Q
un) ≤ a(μ−2 + μ−1), (3.27)

for some dimensional constant a > 0. For the lower bound on
〈
uQ, uQ

〉
, we apply the

Harnack inequality (A.43) to un on Q. We obtain

〈
uQ, uQ

〉
≥

∑

Q/3

u2n ≥ inf
Q

u2n ≥ cV sup
Q

u2n ≥ cV μ−2, (3.28)

for some constant cV depending on Vmax. Therefore,

〈
uQ, HuQ

〉

〈
uQ, uQ

〉 ≤ a

cV
(1 + μ) ≤ a

cV
(b−1 + 1)μ := c′

V μ, (3.29)

for some constant c′
V depending on d, Vmax and C ′′. Then

N (c′
V μ) ≥ c̃Nu(μ), for all μ ≥ b.

Equivalently, one has

N (μ) ≥ c̃Nu(c
′−1
V μ), for all μ ≥ c′

V b. (3.30)

Clearly, in (3.26), we can make C3 ≥ c′
V so that the estimates (3.26) and (3.30) cover

all μ > 0. This completes the proof of Theorem 3. ��
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3.4. Lower bound for the periodic potential. In this part, we prove Corollary 1 for a
Z
d periodic potential V = {vn}. It is enough to show that the landscape function u

associated with the periodic potential satisfies the scaling condition (1.7). Informally,
this is quite obvious. Indeed, at small scales (below pmax = maxd pd ) we simply use
the Harnack inequality. The emerging constant is roughly of the order of V Cpmax

max then.
At large scales we simply use periodicity to reduce to small scales. Here are the details.

Suppose V = {vn} is Z
d periodic with period p = (p1, · · · , pd). Let � = �1, p1�×

· · · × �1, pd� ⊂ Z
d be the fundamental cell of V . Notice that the condition pi | K , i =

1 · · · , d, guarantees that � = (Z/KZ)d contains finitely many copies of �. Let H� be
the restriction of H on � with the periodic boundary conditions, and let u� = {u�

n }n∈�

be the landscape function for H� , i.e., (H�u�)n = 1, n ∈ �. By the uniqueness of
the landscape function (Theorem 5), u = {un}n∈� will be the periodic extension of
u� = {

u�
n

}
n∈�

to the entire domain �.

For s ∈ N and a ∈ �, let Q(s) = a + �1, s�d be cube in � of side length s. Consider
� + pZ

d , a collection of disjoint translations (copies) of the fundamental cell by pZ
d .

Suppose s > pmax := max{p1, · · · , pd}. It is easy to verify that the maximal number of
copies of � in the collection �+ pZ

d which lie inside Q(s) (we will call their union T1)
and the minimal number of copies of � in the collection � + pZ

d which cover 3Q(s)
(we will call their union T2) differs by a dimensional multiplicative constant. Therefore,
denoting the number of copies of � in T1 by t and using the periodicity of u = {un}with
respect to all translations of �, one has,

∑

Q(s)

u2n ≥
∑

T1

u2n = t
∑

�

(
u�
n

)2
, and

∑

3Q(s)

u2n ≤
∑

T2

u2n ≤ Ct
∑

�

(
u�
n

)2
,

which shows the scaling condition (1.7) is true for relatively large cubes.
If s < pmax, we simply observe that the landscape function u satisfies −(�u)n +

vnun ≥ 0, and −(�u)n ≤ 1 n ∈ �. A combination of the Moser-Harnack inequality
(A.41) and the Harnack inequality (A.43) implies that for some constant C depending
on d and Vmax, one has

sup
3Q(s)

u2n ≤ Cs inf
Q(s)

u2n ≤ Cs inf
Q(s)/3

u2n ≤ Cs sup
Q(s)/3

u2n ≤ Cs
(
c−1
H (s/3)−d

∑

Q(s)

u2n + c−1
H (s/3)4

)
.

Since Cs ≤ C pmax
, one has

∑
3Q(s) u

2
n ≤ (3 s)d sup3Q(s) u

2
n ≤ C̃

(∑
Q(s) u

2
n + sd+4

)
,

where the constant C̃ only depends on the dimension, Vmax and pmax.
Therefore, for all cubes Q(s), {u2n}n∈� satisfies the scaling condition (1.7). The

estimates for N in the periodic case then follow directly from Theorem 3. ��

4. Landscape Law for the Anderson Model

There must be changes propagating from changes in the previous section, at treatment of
small scales. I do not bother about it for now. In the present section we will concentrate
on the Anderson model. To this end, we consider V = {vn}n∈� with the values given by
independent, identically distributed (i.i.d.) random variables, with common probability
measure P0 on R, subject to the conditions stated in the beginning of Sect. 1.2. In
particular, denoting by F(δ) = P0(vn ≤ δ) the common cumulative distribution function
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of vn , we have F(δ) = 0 if δ < 0, F(δ) = 1 if δ ≥ Vmax, and there is a δ∗ > 0, such
that

0 < F(δ) ≤ F(δ∗) := F∗ < 1 for all 0 < δ ≤ δ∗. (4.1)

We note that δ∗ can be picked to be less than min(1, Vmax/2) since inf suppP0 = 0.
Hence F∗Vmax/2 ≤ E(vn) ≤ F∗Vmax/2 + Vmax. Some constants used in the proof of
this section receive their dependence on E(vn) through δ∗ and F∗.

4.1. Estimates for Nu in the Anderson model. Wewill study the following tail estimates
for Nu first.

Theorem 7. Let V = {vn}n∈� be an Anderson-type potential as above. Then there are
dimensional constants c3, c4, γ1, K∗ > 0 such that

E (Nu(μ)) ≥ c4 μd/2 F(c3μ)γ1 μ−d/2
for all K∗/K 2 ≤ μ ≤ 1. (4.2)

Furthermore, there are constants C3,C4, γ2, and μ∗ > 0 depending on d, δ∗, F∗ only,
such that

E (Nu(μ)) ≤ C4 μd/2 F(C3μ)γ2 μ−d/2
for all μ < μ∗. (4.3)

Remark 4.1. All the constants are independent of Vmax.

After we establish these tail estimates for Nu , we will combine them with the determin-
istic result Theorem 1,2 to prove Theorem 4, and (1.11).

The proof of (4.3). For 0 < μ ≤ 1, let r =
⌈
μ− 1

2

⌉
. LetP(r;�) be partition of size r as

usual. It is enough to assume that K = K0r for some K0 ∈ N, otherwise the counting can
always be bounded from below by ignoring the irregular boxes in the last rows/columns
of P(r;�). For all cubes Q ∈ P = P(r;�), let ζQ = 1 if minn∈Q 1

un
≤ μ and ζQ = 0

otherwise. Direct computation shows that

E (Nu(μ)) = 1

Kd
E

(
Card

{
Q ∈ P(r) : min

n∈Q
1

un
≤ μ

})

= 1

Kd
E

⎛

⎝
∑

Q∈P(r)

ζQ

⎞

⎠ = 1

Kd

∑

Q∈P(r)

E
(
ζQ

) = 1

Kd
0 r

d

∑

Q∈P(r)

P

(
min
n∈Q

1

un
≤ μ

)
.

(4.4)

��
For each Q ∈ P, consider translations of Q by the vectors krei for all 1 ≤ i ≤ d

directions and |k| ≤ m. Here m is some large integer that will be specified later. Let
Bm = Bm(Q) be the union of these translated cubes,

Bm =
⋃

|k|≤m,1≤i≤d

(Q + krei ) .

Similarly to (A.7), one can construct a discrete cut-off function χ = {χn} ∈ H ∼=
R

Kd
, supported on B2m , and satisfying

χn = 1, n ∈ Bm, and χn = 0, n /∈ B2m,
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0 ≤ χn ≤ 1, n ∈ B2m\Bm,

|∇iχn| = |χn+ei − χn| = 0, n /∈ B2m,

|∇iχn| = |χn+ei − χn| <
1

m �(Q)
<

1

m
μ

1
2 , n ∈ B2m, 1 ≤ i ≤ d.

By the landscape uncertainty principle (2.9), one has

min
Bm

1

un
≤ 1

|Bm |
∑

B2m

‖∇χn‖2 + 1

|Bm |
∑

B2m

vnχ
2
n ≤ 2dd

m2 μ + 2d max
B2m

vn ≤ 1

2
μ

+ 2d max
B2m

vn,

provided m2 ≥ 2d+1d. Therefore, for all Q ∈ P(⌈μ−1/2
⌉ ;�

)
,

P

{
min
n∈Bm

1

un
≤ μ

}
≥ P

{
max
n∈B2m

vn ≤ 1

2d+1
μ

}
= (

F (cμ)
)|B2m | ≥ (

F (cμ)
)C μ−d/2

,

where c = 2−d−1 and C = (4m + 1)d . On the other hand, notice that all the
translations Q + krei still belong to P(r). Then we can rewrite Bm = Bm(Q) as
Bm(Q) = ⋃

Q′∈P(r)∩Bm (Q) Q
′ , which implies that for all Q ∈ P(r)

∑

Q′∈P(r)∩Bm (Q)

P

{
min
n∈Q′

1

un
≤ μ

}
≥ P

{
min

n∈Bm(Q)

1

un
≤ μ

}
≥ (

F (cμ)
)C μ−d/2

.

Summing the left-hand side of the above inequality over all Q ∈ P(r), one has

∑

Q∈P(r)

∑

Q′∈P(r)∩Bm (Q)

P

{
min
n∈Q′

1

un
≤ μ

}
= (2m + 1)d

∑

Q∈P(r)

P

{
min
n∈Q

1

un
≤ μ

}
.

Combining this together with (4.4), one has

E (Nu(μ)) ≥ (2m + 1)−d

K d
0 r

d

∑

Q∈P(r)

⎛

⎝
∑

Q′∈P(r)∩Bm (Q)

P

{
min
n∈Q′

1

un
≤ μ

}⎞

⎠

≥ (2m + 1)−d

K d
0 r

d

∑

Q∈P(r)

(
F (cμ)

)C μ−d/2 ≥ (2m + 1)−d 2−d μ
d
2
(
F (cμ)

)C μ−d/2
.

Note thatwe also need to impose the condition on the size of domain so thatB2m ⊂ �,
i.e., K ≥ (2m + 1)r = C ′μ−1/2.

The proof of (4.3). Using (4.4), it is enough to bound P
{
minn∈Q 1

un
≤ μ

}
from above

since

E (Nu(μ)) ≤ 1
⌈
μ−1/2

⌉d max
Q∈P(�μ−1/2�)

P

{
min
n∈Q

1

un
≤ μ

}
. (4.5)

��
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This will be the most delicate part. We need several technical lemmas concerning
the growth of the landscape function. Some of these estimates may have independent
interest in the landscape theory.

For any r ≥ 3, let B ⊂ � be cube of side length �(B) = r and let B̌ = B/3 be the
middle third cube as defined in (2.13). We are going to show that there is a suitable M
(large, and only depending on the expectation of the randomvariable), such that for anyμ

(small enough, depending on E(vn)), and any cube B of side length r = ⌈
(4Mμ)−1/2

⌉

P

{
min
n∈B̌

1

un
≤ μ

}
≤ A1M

d/2F(A2Mμ) (Mμ)−d/2/2, (4.6)

for some suitable constants A1, A2 (depending only on the dimension and E(vn), and
independent of μ).

We start from the following deterministic statement. The lemma states that the land-
scape function u is forced to grow at a certain rate if V is reasonably non-degenerate.

Lemma 4.1. Let u = {un} be the landscape function given by Theorem 5. Let B ⊂ � be
a cube of side length r := �(B) ≥ 3, and let B̌ = B/3 be the middle third as usual. For
any 0 < λ < 1, there is ε0(d, λ) > 0 such that for all 0 < ε < ε0, there are constants
CP = CP (ε, λ, d) > 0, M = M(ε, λ, d) > 0 and r∗ = r∗(ε, λ, d) > 0, such that the
following statement holds. If B satisfies conditions

(i)

Card
{
j ∈ B : v j ≥ CPr

−2
}

≥ λ|B|, (4.7)

(ii) there is a ξ ∈ B̌ such that

uξ ≥ Mr2, (4.8)

then for all r ≥ r∗, there is a ξ ′ ∈ � such that |ξ ′ − ξ |∞ ≤
⌊√

1 + εr
⌋
and

uξ ′ ≥ (1 + ε) uξ ≥ M
⌊√

1 + εr
⌋2

. (4.9)

Remark 4.2. This lemma holds for any λ, and works for any cube B of side length r .
The choice of CP , ε and M only depend on λ, and is independent of the choice of B,
neither on its size nor the position.

Remark 4.3. Note that this Lemma is a completely deterministic result. It has nothing
to do with the randomness (structure of vn). It can be applied to any V and u as long
as (Hu)n = 1 locally on the lattice (containing the cube B and its neighborhood). In
our proof, Lemma 4.1 will lead to some important probability estimates. The small
parameter λ will be picked at the very end when we are about to prove (4.6).

We need some technical preparations for the average of un . We will frequently write
u(n) = un to make the notations of the sub-index easier to read. For ξ = (ξ1, · · · , ξd) ∈
�, and r ∈ Z≥0, we denote by Q(r; ξ) the box centered at ξ of side length 2r + 1:

Q(r; ξ) =
{
m = (m1, · · · ,md) ∈ Z

d : |m − ξ |∞ ≤ r
}

.
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Wewill omit the center ξ (fixed) andwrite Q(r) = Q(r; ξ)when it is clear.We denote by
∂Q(r) ⊂ Q(r) the inner boundary of Q(r) as defined in (2.11), and by ∂◦Q(r) ⊂ ∂Q(r)
the boundary removing the “corners” as defined in (2.12). For r = 0, we have the
“degenerate cube” Q(0; ξ) = ∂Q(0; ξ) = {ξ}. Notice that Q(r) = ∪r

ρ=0∂Q(ρ). Let
ar be the average of un on ∂Q(r) with respect to the (discrete) Poisson kernel (see the
definition and properties of Pr in (A.12) in Appendix A.4):

ar =
∑

n∈∂Q(r;ξ)

Pr (ξ, n) un, r ≥ 1, a0 = uξ , (4.10)

in other words, a harmonic function with data u on the boundary. Let Ar be the corre-
sponding weighted average of un on Q(r):

Ar = 1

|Q(r)|
r∑

ρ=0

|∂Q(ρ)| aρ = 1

|Q(r)|
∑

n∈Q(r)

pn un, (4.11)

where for any n ∈ Q(r), and ρ = |n − ξ |∞
pn = |∂Q(ρ)| Pρ(ξ, n). (4.12)

By the properties of the discrete Poisson kernel, one has
∑

n∈∂Q(r;ξ)

Pr (ξ, n) = 1 �⇒
∑

n∈Q(r;ξ)

pn = |Q(r)|. (4.13)

The first two estimates are lower bounds on ar and Ar .

Lemma 4.2. There is dimensional constant C, such that for any ξ ∈ � and r ≥ 1

ar ≥ uξ − r2, (4.14)

Ar ≥ uξ − Cr2. (4.15)

Proof. Let ũ be the landscape function for the free Laplacian on Q(r)with zeroDirichlet
boundary condition:

{
−(�u′)n = 1, n ∈ Q(r − 1),
(u′)n = 0, n ∈ ∂Q(r).

Let u′′
n = 1

2r
2 − 1

2d

∑d
i=1(ni − ξi )

2. Direct computation shows that

{
−(�u′′)n = 1, n ∈ Q(r − 1),
(u′′)n ≥ 0, n ∈ ∂Q(r).

By the maximum principle (Lemma A.1), one has for all n ∈ Q(r), u′
n ≤ u′′

n ≤ r2. Let
wn be the harmonic function on Q(r) with the boundary data equal to un , i.e.,

{
−(�w)n = 0, n ∈ Q(r − 1),
(w)n = un, n ∈ ∂Q(r).
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Then by the Poisson integral formula (A.15), wξ = ∑
n∈∂Q(r;ξ) Pr (ξ, n)un = ar . On

the other hand,
{

−(�(w + u′ − u))n = vnun ≥ 0, n ∈ Q(r − 1),
(w + u′ − u)n = 0, n ∈ ∂Q(r).

Therefore, (w + u′ − u)n ≥ 0 for all n ∈ Q(r). In particular, uξ ≤ wξ + u′
ξ ≤ ar + r2,

proving (4.14), and a similar statement is true for 1 ≤ ρ ≤ r − 1, so that

|∂Q(ρ)|uξ ≤ |∂Q(ρ)|
∑

n∈∂Q(ρ)

Pρ(ξ, n)un + |∂Q(ρ)| ρ2 ≤
∑

n∈∂Q(ρ)

pnun + Cρd+1.

Summing over 1 ≤ ρ ≤ r − 1, one has

|Q(r)|uξ =
r−1∑

ρ=1

|∂Q(ρ)|uξ ≤
r−1∑

ρ=1

∑

n∈∂Q(ρ)

pnun + C
r−1∑

ρ=1

ρd+1 ≤
∑

n∈Q(r;ξ)

pnun + Crd+2,

which implies uξ ≤ Ar + C r2, as desired. ��
Lemma 4.3. For any d ≥ 1 and 0 < η < 1/4 there is a constant C1 = C1(d) > 0
(independent of η) and a constant C2 = C2(η, d) > 0 such that for any cube
Q(r) = Q(r; ξ) of side length r ≥ C1/η, there is a subset Qη(r) ⊂ Q(r) such
that |Q(r)\Qη(r)| ≤ C1 η rd and

pn ≥ C2 for n ∈ Qη(r). (4.16)

Remark 4.4. The lemma is true in all dimensions. However, for d = 1, we actually do
not need to remove any portion of the cube (an interval in Z) to obtain (4.16) since the
1-d Poisson kernel Pr is rather trivial (constantly 1/2), and so is pn .

Proof. Write Q(r) = ∪r
ρ=0∂Q(ρ). The estimate follows from the lower bound of

Pρ(ξ, n) on each ∂Q(ρ) as long as n is away from the edges (and the corners). Given
0 < η < 1, according to Lemma A.9, there exist c(ρ, η) and ρ0(η, d) such that for
all ρ ≥ ρ0, Pρ(ξ, n) ≥ cρ1−d on ∂Q(ρ) except for Cηρd−1 many n ∈ ∂Q(ρ), where
C only depends on the dimension. Therefore, pn = |∂Q(ρ)|Pρ(ξ, n) ≥ c̃ > 0 on⋃r

ρ=ρ0
∂Q(ρ) except for

∑r
ρ=ρ0

Cηρd−1 ≤ Cηrd many n. For 0 ≤ ρ < ρ0, we
then have Pρ(ξ, n) > c(ρ, d) except for those n on the edges and corners, whose
total cardinality is at most Cρd−2. This again implies pn ≥ min0≤ρ<ρ0 c(ρ, d) for
all n ∈ ⋃

0≤ρ<ρ0
∂Q(ρ) except for

∑ρ0
ρ=0 ρd−2 � rd−1 � ηrd many n. Therefore,

pn ≥ C2 for some constant C2 only depending on η and d, and the cardinality of the
exceptional set of n ∈ Q(r) violating this, is at most C1ηrd . ��

With these two technical lemmas, we are ready to the

Proof of Lemma 4.1. Let B and ξ ∈ B̌ be given as in Lemma 4.1, where �(B) = r .
Clearly, B ⊂ Q(r; ξ). Denote by J the set in condition (4.7), that is, J = { j ∈ B :
v j ≥ CPr−2}, where CP will be be picked later. Fix 0 < λ < 1, we assume that
|J | ≥ λ|B| = λrd . Let Ar , pn be defined in (4.11). Let J0 = { j ∈ J : u j < 1

2 Ar } and
let

S(J0) =
∑

n∈J0

pn, S(JC0 ) =
∑

n∈Q(r)\J0
pn = |Q(r)| − S(J0) , (4.17)



D. Arnold, M. Filoche, S. Mayboroda, W. Wang, S. Zhang

where the last equality follows from (4.13).
Now we are ready to look for ξ ′ satisfying (4.9) in the following two cases:

Case I: |J0| ≥ 1
2λ|B| = 1

2λr
d .

Let C1 be the constant from Lemma 4.3, then pick η = min( λ
4C1

, 1/4) and let
C2 = C2(d, η) be also the constant from Lemma 4.3. Then

|J0| =
∑

n∈J0∩Qη(r)

1 +
∑

n∈J0\Qη(r)

1 ≤ C−1
2

∑

n∈J0∩Qη(r)

pn + C1ηr
d ≤ C−1

2

∑

n∈J0

pn +
1

4
λrd .

Therefore,

S(J0) =
∑

n∈J0

pn ≥ C2
1

4
λ rd := c3(λ) rd .

Direct computation shows that

|Q(r)| Ar =
∑

n∈Q(r)

pnun =
∑

J0

pnun +
∑

Q(r)\J0
pnun ≤ 1

2
Ar S(J0) +

∑

Q(r)\Q0

pnun .

By the definition of S(JC0 ) and (4.17), this implies that

1

S(JC0 )

∑

Q(r)\J0
pnun ≥ |Q(r)| − 1

2 S(J0)

|Q(r)| − S(J0)
Ar ≥

(
1 +

S(J0)

2|Q(r)|
)
Ar ≥ (

1 + c4(d, λ)
)
Ar .

Therefore, there is one point ξ ′ ∈ Q(r)\J0 such that uξ ′ ≥ (1 + c4) Ar . By (4.15) and
(4.8),

uξ ′ ≥ (1 + c4) (uξ − Cdr
2) ≥ (1 + c4)

(
1 − Cd

M

)
uξ ≥

(
1 +

c4
2

)
uξ ,

providedM > 2
c4

(Cd+1) := M0(d, λ).Therefore, (4.9) holds for ε < c4/2 := ε0(d, λ).

Case II: |J0| ≤ 1
2λr

d .

Take R =
⌊√

1 + ε r
⌋
for some small ε, which gives R2 − r2 ≤ εr2. Let ar , aR and

Gr ,GR be the surface average and the Green’s function on Q(r) = Q(r; ξ), Q(R) =
Q(R; ξ) respectively, as defined in (4.10),(A.13). Applying the discrete Green’s identity
(integration by parts formula) (A.15) on Q(r) and Q(R), one has

u(ξ) = aR −
∑

m∈Q(R−1)

GR(ξ,m)�u(m) = ar −
∑

m∈Q(r−1)

Gr (ξ,m)�u(m).

Then

aR − ar =
∑

m∈Q(R−1)\Q(r−1)

GR(ξ,m)�u(m) +
∑

m∈Q(r−1)

(
GR(ξ,m) − Gr (ξ,m)

)
�u(m)

≥ −
∑

m∈Q(R−1)\Q(r−1)

GR(ξ,m) −
∑

m∈Q(r−1)

(
GR(ξ,m) − Gr (ξ,m)

)



The Landscape Law for Tight Binding Hamiltonians

+
∑

m∈Q(r−1)

(
GR(ξ,m) − Gr (ξ,m)

)
vmum .

Notice that �GR(ξ, ·) = 0 in Q(R − 1; ξ)\{ξ}. By the maximum principle, Lemma
A.3, one has

max
m∈Q(R−1)\Q(r−1)

GR(ξ,m) ≤ max
m∈∂Q(r)

GR(ξ,m),

where we used GR(ξ,m) = 0 for m ∈ ∂Q(R) and the discussion for an annular region
after Lemma A.3.

On the other hand,�
(
GR(ξ, ·)−Gr (ξ, ·)) = 0 inQ(r−1) andGR(ξ, n)−Gr (ξ, n) =

GR(ξ, n) for n ∈ ∂Q(r). Then using once again the maximum principle, Lemma A.3,
for any m ∈ Q(r − 1),

min
m′∈∂Q(r)

GR(ξ,m′) ≤ GR(ξ,m) − Gr (ξ,m) ≤ max
m′∈∂Q(r)

GR(ξ,m′).

By the choice of r and R, ∂Q(r) is away from both ∂Q(R) and the pole ξ . Then Lemma
A.7 implies that for r large enough (depending only on ε) and all m ∈ ∂Q(r),

C1r
2−d ≤ GR(ξ,m′) ≤ C2r

2−d ,

where C1,C2 only depend on d and ε. Therefore,

aR − ar ≥ − C3(R
d − rd)r2−d − C4r

dr2−d + r2−d
∑

m∈Q(r−1)

vmum

≥ − C5(d, ε)r2 + r2−d
∑

m∈J\J0
vmum

≥ − C5(d, ε)r2 + C1r
2−d CPr

−2 1

2
Ar
(|J | − |J0|

) ≥ −C5(d, ε)r2 + 2εAr ,

provided that CP � ε/(C1λ).

Finally, by the lower bounds for ar , Ar in Lemma 4.2 and the condition (4.8) on uξ ,
we have

aR ≥ uξ − r2 − C5(d, ε)r2 + 2ε(uξ − Cr2) ≥ (1 + 2ε)uξ − (1 + C5 + C6)r
2

≥ (1 + 2ε)uξ − (1 + C5 + C6)
1

M
uξ ≥ (1 + ε)uξ ,

provided thatM ≥ (1 + C5 + C6)/ε := M0(d, ε, λ).Recall thataR = ∑
∂Q(R) PR(ξ, n)un

and
∑

∂Q(R) PR(ξ, n) = 1, therefore, there is ξ ′ ∈ ∂Q(R; ξ) such that uξ ′ ≥ (1 + ε)uξ ,

which completes the proof of Lemma 4.1 in the second case. ��
Notice that Lemma 4.1 is deterministic and requires no randomness of vn . A direct

consequence is the following estimate on the probability that uξ grows.

Lemma 4.4. Let V (ω) = {vn}n∈� be the Anderson-type potential as in Theorem 7. Fix
0 < λ < 1, and retain ε < ε0,CP , M, r∗ from Lemma 4.1. For any cube Q ⊆ � of side
length �(Q), define the event

�(Q) :=
{
ω : Card

(
j ∈ Q : v j ≥ CP �(Q)−2

)
≤ λ|Q|

}
. (4.18)
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Assume that r∗ ≥ 15/ε, otherwise, just reset r∗ to bemax{15/ε, r∗}. For any r0 ≥ r∗,
set

rk+1 =
⌊√

1 + ε rk
⌋

, k = 0, 1, · · · , kmax , (4.19)

where kmax is the largest integer k such that rk < K. Let �k = �
(
�1, rk�d

)
, k =

0, 1, · · · , kmax , and �∞ = �
(
�1, K �d

)
.

Then for any cube B ⊂ � of side length �(B) = r0, and B̌ = B/3 as in (2.13),

P

{
ω : max

ξ∈B̌
uξ ≥ Mr20

}
≤ P ( �∞ ) + Cε−d

kmax∑

k=0

P ( �k ) , (4.20)

for some dimensional constant C.

Proof. The idea is to repeatedly use Lemma 4.1 to construct a sequence of growing
cubes and stop when the final cube exceeds the size of the entire domain.

We startwith B0 = B of side length �(B0) = r0.Assume thatmaxB̌0 u(ξ) ≥ Mr20 .We

pick some ξ0 ∈ B̌0 such that u(ξ0) ≥ Mr20 . Then (4.8) is satisfied. Suppose furthermore
that E0 := �0 fails. Then (4.7) holds for B0. All in all, Lemma 4.1 gives a point ξ1, such
that ξ1 ∈ Cr1 := {n : dist (n, B̌0) ≤ r1}, where dist is measured in | · |∞ for Z

d lattice
points and

u(ξ1) ≥ (1 + ε)u(ξ0) ≥ Mr21 .

Additionally, we can require r0 ≥ 15/ε which implies that r1 > (1 + ε/3)r0. Clearly,

Card
(Cr1

) ≤ (2r0 + 2r1)
d ≤ (12/ε)drd1 .

Therefore, Cr1 can be covered by at most n∗ = ⌊
36dε−d

⌋
+ 1 disjoint cubes in Z

d of

side length �r1/3�, namely, B̌(1)
1 , B̌(2)

1 , · · · , B̌(n∗)
1 . Recall the definition of the middle

third set in (2.13). Now extend each B̌( j)
1 to a cube B( j)

1 such that B( j)
1 has side length

r1 and contains each B̌( j)
1 as a middle third part for j = 1, 2, · · · , n∗. Note that these

B( j)
1 are not disjoint. But the overlap does not effect our estimate on the probability of

the events from above.
In order for the induction driven by Lemma 4.1 to continue, we need to exclude the

event that (4.7) fails for all B( j)
1 . To this end, we define E1 = ⋃n∗

j=1 �(B( j)
1 ). Assume

that E1 fails, which implies that (4.7) holds for all B( j)
1 . Let B1 = B( j)

1 be the one that

contains ξ1. Now for ξ1 ∈ B̌( j)
1 � B( j)

1 , Lemma 4.1 gives ξ2 such that

|ξ2 − ξ1| ≤
⌊√

1 + ε r1
⌋

= r2, u(ξ2) ≥ (1 + ε)u(ξ1) ≥ Mr22 . (4.21)

Repeat the construction for r2 > (1 + ε/3)r1 and ξ2 ∈ Cr2 := {n : dist (n, B̌0) ≤
r1 + r2},

Card
(Cr2

) ≤ (2r0 + 2r1 + 2r2)
d ≤ (12/ε)drd2 .

Therefore, Cr2 can be covered by at most n∗ = ⌊
36dε−d

⌋
+ 1 disjoint cubes of side

length �r2/3�, B̌(1)
2 , B̌(2)

2 , · · · , B̌(n∗)
2 . Extend B̌( j)

2 to B( j)
2 in the same way, and define
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E2 = ⋃n∗
j=1 �(B( j)

2 ). We assume that E2 fails, and find ξ3 by Lemma 4.1. Inductively,
at step k, we assume that all the previous events, E1,E2, · · · ,Ek−1 fail, and obtain ξk, rk
satisfying (4.9) and then define Brk ,Crk . The same estimates as for r2,Cr2 hold for all
k, and hence,

(1 + ε/3)kr0 ≤ · · · ≤ (1 + ε/3)rk−1 ≤ rk ≤ √
1 + ε rk−1 ≤ · · · ≤ (1 + ε)k/2 r0

(4.22)

and

Card
(Crk

) ≤ (2r0 + 2r1 + · · · 2rk)d ≤ 2rk
1

1 − (1 + ε/3)−1 < (12/ε)drdk . (4.23)

Then B̌( j)
k , B( j)

k are defined in the same way as we did in the previous steps. Because of

(4.23), for all k, we need n∗ = ⌊
36dε−d

⌋
+ 1 many B̌( j)

k to cover Crk . Then we define

the event Ek = ⋃n∗
j=1 �(B( j)

k ). Since vn are i.i.d., the probability of each �(B( j)
k )

is translation invariant, and only depends on the size of the cube B( j)
k . In particular,

P
{
�(B( j)

k )
} = P ( �k ) . Therefore, for some dimensional constant C ,

P (Ek ) ≤ n∗P ( �k ) ≤ Cε−d
P ( �k ) , (4.24)

provided that ε < 1.
We will continue the construction until we reach the kmax-th step and obtain

ξkmax , rkmax , Brkmax
, B̌( j)

kmax
, B( j)

kmax
and Ekmax .

We need to apply Lemma 4.1 two more times for the final step. However, according
to our choice of kmax, assuming that Ekmax fails will already result a cube of side length⌊√

1 + ε rkmax

⌋
≥ K which may exceed the maximal size of the entire domain �. To

alleviate this issue, we need to enlarge the domain at this point for the last two steps, by

making several copies of �.1 We need pd many copies where p :=
⌊
3
√
1 + ε

⌋
+ 1.

Let K̃ = pK so that K̃ >
⌊√

1 + ε (3K )
⌋
and denote

p� := �1, K̃ �d =
⋃

j∈(Zmod pZ)d

(� + j K ) .

We extend the potential V = {vn}n∈� periodically to V ′ = {v′
n}n∈p�, where v′

m =
vn, n ∈ �, andm = n mod(pZ)d . Now we consider the landscape equation on p� for
−�+ V ′ with periodic boundary conditions. The enlarged system has a unique solution
u′ by Theorem 5, which is a periodic extension of the original u to p�. Now we can
return to the construction at the kmax-th step.

Assume that the event Ekmax fails. Then (4.7) holds for all possible Bkmax ⊂ �1, K̃ �d

that may contain ξkmax . We have u′
ξkmax

= uξkmax
≥ Mr2ξkmax

. Applying Lemma 4.1 to u�

on Bkmax ⊂ �1, K �d , we obtain ξ̃ ∈ �1, K �d such that

u ′̃
ξ

≥ (1 + ε)uξkmax
≥ M

⌊√
1 + εrξkmax

⌋2 ≥ MK 2 , (4.25)

1 We can do this from the very beginning of the construction, but it will not make any difference until we
reach the size of K .
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where the last inequality follows from the definition of kmax. Now let ξ∞ ∈ �1, K �d be
a point where uk attains its maximum. Clearly, ũk also attains its maximum at ξ∞,

uξ∞ = max
k∈�

uk = max
k∈p�

u′
k = u′

ξ∞ . (4.26)

Together with (4.25), we have uξ∞ = u′
ξ∞ ≥ u ′̃

ξ
≥ MK 2. Now consider B̌∞ = �,

which is the middle third of B∞ = 3� ⊂ p�. Let

E∞ :=
{
Card

(
j ∈ 3� : v′

j ≥ CP (3K )−2
)

≤ λ|3�|
}

=
{
Card

(
j ∈ � : v j ≥ CP

9
K−2

)
≤ λKd

}
.

Since Card
(
j ∈ � : v j ≥ CP

9 K−2
)

≥ Card
(
j ∈ � : v j ≥ CP K−2

)
, one has

E∞ ⊆
{
Card

(
j ∈ � : v j ≥ CP K−2

)
≤ λKd

}
= �∞ . (4.27)

Now if E∞ fails, apply Lemma 4.1 one last time to u′ on B̌∞ � B∞.2 Then (4.9) implies
that there is a ξ ′ ∈ �1, K̃ �d such that u′

ξ ′ ≥ (1 + ε)u′
ξ∞ > u′

ξ∞ . This is a contradiction.

Recall that it happens when we start with uξ0 ≥ Mr20 and assume that all E j fail.
Therefore, at least one E j must be true. In other words,

{
max
B̌0

uξ ≥ Mr20

}
⊂ E∞

⋃(kmax⋃

j=1

E j

)
�⇒ P

{
max
B̌0

uξ ≥ Mr20

}
≤ P (E∞ ) +

kmax∑

j=1

P
(E j

)
.

Together with (4.24) and (4.27), this completes the proof. ��
The next lemma allows us to estimate the probability of each term on the right hand

side of (4.20).

Lemma 4.5. Let V = {v j } j∈� be the Anderson potential as in Theorem 7. Let F and δ∗
be as in (4.1). For any B ⊂ � and 0 < λ < 1, if δ > 0 is such that 1 − λ − F(δ) > 0,
then

P
{
Card

(
j ∈ B : v j ≥ δ

) ≤ λ|B| } ≤ e−D(1−λ‖F) |B|, (4.28)

where

D(x‖y) = x log
x

y
+ (1 − x) log

1 − x

1 − y
(4.29)

is the Kullback–Leibler divergence between Bernoulli distributed random variables with
parameters x and y respectively.

As a consequence, for any r ∈ N,

P

{
Card

(
j ∈ �1, r�d : v j ≥ δ

)
≤ λrd

}
≤

(
C(λ)F(δ)1−λ

)rd
, (4.30)

2 One also needs to take M nine times larger, so that M/9 ≥ M0 in (4.26) to meet the requirement in
Lemma 4.1.
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where C(λ) = (1 − λ)−1λ−λ.
Furthermore, there is a λ∗ > 0, which only depends on F(δ∗), such that for all

0 < δ ≤ δ∗, 0 < λ ≤ λ∗ and any r ∈ N, one has

P

{
Card

(
j ∈ �1, r�d : v j ≥ δ

)
≤ λrd

}
≤ (F(δ))r

d/2 . (4.31)

Remark 4.5. The λ∗ can be taken as of order (1 − F(δ∗))2, see (4.37).

Proof. Let ζ j be the characteristic function for the event v j ≤ δ, i.e., ζ j = 1 for
v j ≤ δ and ζ j = 0 otherwise. Since {v j } are i.i.d. random variables, all ζ j are i.i.d.
Bernoulli random variables, taking values in {0, 1}, with common expectation E

(
ζ j
) =

P
(
v j ≤ δ

) = F(δ). Let SB := ∑
j∈B ζ j . By the Chernoff-Hoeffding Theorem, [Ho]

(see Lemma A.1),

P { SB ≥ (1 − λ)|B| } ≤ e−D(1−λ‖F) |B|, (4.32)

where F = F(δ) and D(x‖y) is as in (4.29). Then (4.28) follows directly from (4.32)
since

|B| − Card
(
j ∈ B : v j > δ

) = Card
(
j ∈ B : v j ≤ δ

) =
∑

j∈B
ζ j = SB .

Examining the the Kullback–Leibler divergence with parameter 1 − λ and F , one
has

D(1 − λ‖F) = (1 − λ) log
1 − λ

F
+ λ log

λ

1 − F
≥ log

(
(1 − λ)1−λλλ

)
− log F1−λ

≥ log
(
(1 − λ)λλ

) − log F1−λ,

where we used 1 − F < 1 and (1 − λ)1−λ ≥ 1 − λ. Therefore,

P

{
Card

(
j ∈ [1, r ]d ∩ Z

d : v j ≥ δ
)

≤ λrd
}

≤ e−D(1−λ‖F) rd

≤
(
(1 − λ)−1λ−λF1−λ

)rd
, (4.33)

which yields (4.30).
Let q = 1 − F(δ∗) ∈ (0, 1). For 0 < δ ≤ δ∗,

F(δ) ≤ F(δ∗) = 1 − q < 1 �⇒ log F(δ) ≤ log(1 − q) < 0. (4.34)

On the other hand, it is easy to check that

lim
λ→0+

log
(
(1 − λ)λλ

)

1/2 − λ
= 0. (4.35)

Then there is a λ∗ ≤ 1/2 such that for all 0 < λ ≤ λ∗,

log
(
(1 − λ)λλ

)

1/2 − λ
> log(1 − q) ≥ log F(δ) �⇒ (1 − λ)−1λ−λ < (F(δ))λ−1/2 .

(4.36)
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Combined with (4.33), this gives

P

{
Card

(
j ∈ �1, r�d : v j ≥ δ

)
≤ λrd

}
≤ (F(δ))r

d/2 ,

which completes the proof of Lemma 4.5.
One can bemore specific regarding the exact value of λ∗. For 0 < δ ≤ δ∗, log F(δ) ≤

log(1− q) < −min(q, 1
2 ). If λ < 1/4, then log(1− λ) > −2λ > −√

λ, and λ log λ >

−√
λ. Let

λ∗ =
(
1

8
min(q, 1/2)

)2

. (4.37)

Then for λ < λ∗ ≤ 1/4,

0 >
log

(
(1 − λ)λλ

)

1/2 − λ
≥ 4 (log((1 − λ) + λ log λ) ≥ −8

√
λ ≥ −min(q,

1

2
) ≥ log F(δ),

which gives (4.36) similarly to the argument above. ��
Combining Lemmas 4.4 and 4.5 leads to

Lemma 4.6. Let δ∗ and λ∗ be as in Lemma 4.5. Fix λ ≤ λ∗, and take ε < ε0(λ, d) and
CP , M, r∗ as in Lemma 4.4. Then for any cube B � � of side length �(B) = r ≥ r∗,
and its middle third part B̌, one has

P

{
max
ξ∈B̌

uξ ≥ Mr2
}

≤ Cε−d

1 − F(δ∗)

(
F(CPr

−2)
)rd/2

(4.38)

for some dimensional constant C > 0.

Remark 4.6. The exponent rd/2 can be made arbitrarily close to rd , by taking λ smaller,
however, it will also result a large factor 1/λ in front of F .

Proof. Let r0 = r and define the sequence rk as in Lemma 4.4 and r∞ := K . Let
δk = CPr

−2
k , k = 0, · · · , kmax, and δ∞ = CPK−2. By the construction of rk and

(4.22), one has

rdk ≥ (1 + ε/3)dkrd0 ≥ (1 + kdε/3)rd0 ≥ rd0 + 2k, k = 0, · · · , kmax.

For k = 0, · · · , kmax and k = ∞, one has δk ≤ δ0 = CPr
−2
0 ≤ δ∗ provided that

r0 ≥ √
CP/δ∗. Notice that in the proof of Lemma 4.5, by the choice of δ∗ in (4.1), one

has F(δ0) < F(δ∗) := 1 − q. Therefore,

F(δk) ≤ 1 − q < 1, k = 0, · · · , kmax, and k = ∞,

since the distribution F is non-decreasing. Now apply Lemma 4.5 to all rk . Combining
(4.31) with (4.20), one has

P

{

max
ξ∈B̌

uξ ≥ Mr20

}

≤ F(δ∞)K
d/2 + Cε−d

kmax∑

k=0

F(δk)
rdk /2
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≤ F(δ0)
rd0 /2 + Cε−d

kmax∑

k=0

F(δ0)
(rd0 +2k)/2 ≤ F(δ0)

rd0 /2 + Cε−d F(δ0)
rd0 /2 1

1 − F(δ0)

≤ F(δ0)
rd0 /2

(
1 +

Cε−d

q

)
:= C(d, ε, δ∗)F(δ0)

rd0 /2,

which is the desired bound. ��
Now we are ready to complete:

Proof of (4.3) in Theorem 7. Let δ∗ and λ∗ be given by Lemma 4.6. Fix λ ≤ λ∗, take
ε < ε0(λ, d) and CP , M, r∗ as in Lemma 4.5.

For any μ ≤ 1/(4M), let r = ⌈
(4Mμ)−1/2

⌉
so that μ−1/4 < Mr2 ≤ μ−1. To

apply Lemma 4.6, one also needs to ensure that r ≥ r∗, which requires μ to be taken in
the range μ ≤ μ∗ = 1/(Mr2∗ ).

Now for any cube B of side length r = ⌈
(4Mμ)−1/2

⌉
and its middle third part B̌,

Lemma 4.6 implies that

P

{
max
ξ∈B̌

uξ ≥ μ−1
}

≤ P

{
max
ξ∈B̌

uξ ≥ Mr2
}

≤ C ·
(
F(CPr

−2)
)rd/2

,

where C > 0 in given by (4.38) depending on d, ε and F(δ∗). Then

P

{
min
n∈B̌

1

un
≤ μ

}
≤ C

(
F(CPr

−2)
)rd/2 ≤ C

(
F(4CPM μ)

)(Mμ)−d/2/2
. (4.39)

Notice that �(B̌) ≥ r/6 ≥ (4Mμ)−1/2/6. Recall that the cubes used in the definition
of Nu have side length

⌈
μ−1/2

⌉
. Any Q ∈ P(⌈μ−1/2

⌉ ;�
)
can be covered by at most

( ⌈
μ−1/2

⌉

(4Mμ)−1/2/6

)d

+1 ≤ C ′Md/2 disjoint cubes of side length �(B̌) = ⌈⌈
(4Mμ)−1/2

⌉
/3
⌉

for someC ′ which only depends onM, d. Notice also that the estimate (4.39) is indepen-
dent of the position of B̌, and can be applied to all cubes B̌ of the same size. Therefore,

P

{
min
n∈Q

1

un
≤ μ

}
≤ C ′Md/2

P

{
min
n∈B̌

1

un
≤ μ

}
≤ C ′′(F(C3 μ)

)γ2μ−d/2

for any Q. Together with (4.5), we obtain the desired upper bound

E (Nu(μ)) ≤ 1
⌈
μ−1/2

⌉d max
Q∈P(�μ−1/2�)

P

{
min
n∈Q

1

un
≤ μ

}
≤ C4μ

d/2(F(C3 μ)
)γ2μ−d/2

for all μ ≤ μ∗. The constants C3,C4, γ2 > 0 only depend on d, M and CP , which
eventually only depend on d and F∗ = F(δ∗). ��
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4.2. Lifschitz tails for the integrated density of states. Putting together the general
upper/lower bounds in Theorem 1, 2 for the deterministic case, and the Lifshitz tails
in Theorem 7 for the Anderson model, we have

Theorem 8. Let C1 be as in Theorem 1 and δ∗ be as in Theorem 7. Then there are
constants c5, c6 > 0 depending on d, δ∗ and Vmax such that

c5 ENu( c6 μ) ≤ EN (μ) ≤ ENu(C1 μ), for all μ > 0. (4.40)

If furthermore μ∗, K∗ are as in Theorem 7, depending only on d and δ∗, and μ < μ∗,
then the estimate (4.40) holds with constants c5, c6 which are independent of Vmax.

If, in addition, K∗/K 2 < μ < μ∗/C1, then there are constants C̄1, c̄1, C̄2, c̄1, γ̄1, γ̄2
depending only on δ∗ such that

c̄2μ
d/2F(c̄1μ)γ̄1μ

−d/2
2 ≤ EN (μ) ≤ C̄2 μd/2F(C̄1 μ)γ̄2μ

−d/2
. (4.41)

Proof. The upper bound in (4.40) is the average of the upper bound in Theorem 1.
We only need to study the lower bound with the help of Theorem 2 and Theorem 7. Let
c∗, c0, c1,C1 and α < α0 < 1, be as in Theorem 2. Ifμ ≥ 4d +Vmax then N (μ) = 1 and
the left-hand side of (4.40) holds trivially. Fixμ < 4d+Vmax, let us denoteμ2 = c1αd+2μ

and μ4 = α2μ2 = c1αd+4μ. Assume further that α ≤ α00 := (
c∗/(4d + Vmax)

)−1/4.
Then (1.5) in Theorem 2 implies that

EN (μ) ≥ c0α
d
ENu(μ2) − C0ENu(μ4). (4.42)

Next, let c3, c4,C3,C4, γ1, γ2 > 0 and μ∗ be given by Theorem 7. Then by (4.3)
and (4.3), if μ2 ≤ 1 and μ4 ≤ μ∗, one has

ENu(μ2) ≥ c4μ
d/2
2 F(c3μ2)

γ1μ
−d/2
2 , and E (Nu(μ4)) ≤ C4μ

d/2
4 F(C3μ4)

γ2μ
−d/2
4 . (4.43)

Therefore,

EN (μ) ≥ c4α
dμ

d/2
2 F(c3μ2)

γ1μ
−d/2
2 − C4μ

d/2
4 F(C3μ4)

γ2μ
−d/2
4

= c4μ
d/2
4

(
F(c3μ2)

γ1μ
−d/2
2 − C4F(C3α

2μ2)
γ2μ

−d/2
4

)
(4.44)

for μ4 ≤ μ∗, μ2 ≤ 1 and μ < 4d + Vmax. This requires α ≤ min{α1, α2}, where
α1 := (

c1(4d + Vmax)
)−1/(d+2)

, and α2 := μ
1/(d+4)∗

(
c1(4d + Vmax)

)−1/(d+4)
.

Let δ∗ be as in (4.1). If we assume, in addition, that α is smaller than both α3 and α4,

α3 := √
c3/C3, and α4 := δ

1/(d+2)∗
(
c3c1(4d + Vmax)

)−1/(d+2)
,

then for all μ < 4d + Vmax, one has C3μ4 < c2μ2 ≤ δ∗. Therefore, 0 < F4 ≤ F2 ≤
F∗ < 1, where F4 = F(C3μ4) = F(C3α

2μ2), F2 = F(c3μ2), and F∗ = F(δ∗). The
difference term in (4.44) is then bounded from below by

F
γ1μ

−d/2
2

2 − C4F
γ2 μ

−d/2
4

4 ≥ F
γ1μ

−d/2
2

4 − C4F
γ2 μ

−d/2
4

4 .

We want to pick α small enough (independent of μ) so that,

F
γ1μ

−d/2
2

4 − C4F
γ2 μ

−d/2
4

4 ≥ 1

2
F

γ1μ
−d/2
2

4 , (4.45)
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that is,

(2C4)
−1 ≥ F

γ2 μ
−d/2
4 −γ1μ

−d/2
2

4 = F
μ

−d/2
2 (γ2 α−d−γ1 )

4 . (4.46)

Notice that μ2 < 1, hence, μ−d/2
2 > 1 and μ

−d/2
2 (γ2α

−d − γ1) > γ2α
−d − γ1 > 0

provided that α < (γ2/γ1)
1/d := α5. Then the fact that F4 ≤ F∗ < 1 implies that

F
μ

−d/2
2 (γ2α

−d−γ1)

4 ≤ F
μ

−d/2
2 (γ2α

−d−γ1)∗ ≤ Fγ2α
−d−γ1∗ .

Solving 1 ≥ (2C4)
−1 ≥ Fγ2α

−d−γ1∗ for α, we observe that

γ2α
−d − γ1 ≥ log(2C4)

log F∗
⇐⇒ α ≤

(
γ −1
2

log(2C4)

log F∗
+ γ −1

2 γ1

)−1/d

:= α6

would yield (4.46).
Putting everything together, set

α = α∗ := min{α0, α00, α1, α2, · · · , α6}.
Then, for all μ < 4d + Vmax, (4.44), (4.45) and (4.43) imply that

EN (μ) ≥ 1

2
c4μ

d/2
4 F

γ1μ
−d/2
2

4 ≥ 1

2
c4C

−1
4 ENu(μ4) = 1

2
c4C

−1
4 ENu(c1α

d+4∗ μ)

=: c5 ENu(c6 μ) ,

which completes the proof for the first inequality in (4.40).
It is also easy to verify that if we are only interested in small μ, then all the αi can be

picked independently of Vmax. Therefore, the final constants c5, c6 are also independent
of Vmax. In particular, let μ∗ be as in Theorem 7. Then for all c′∗μ < C1μ < μ∗

EN (μ) ≤ ENu(C1μ) ≤ C4(C1μ)d/2F(C3C1μ)γ2(C1μ)−d/2 =: C̄2μ
d/2F(C̄1μ)γ̄2μ

−d/2

and

EN (μ) ≥ c5ENu(C6μ) ≥ c5C4(c6μ)d/2F(c3c6μ)γ1(C6μ)−d/2 =: c̄2μd/2F(c̄1μ)γ̄2μ
−d/2

where the constants c̄1, c̄2, C̄1, C̄2, γ̄1, γ̄2 only depend on d andμ∗, and are independent
of Vmax. ��

4.3. Dual landscape and the top edge of the spectrum. . Let H = −�+V be as in (1.1)
acting onH = �2(�),� = (Z/KZ)d . In this part, we will briefly discuss the so-called
dual landscape and see how it is applied to the eigenvalue-counting for high energy
modes. We refer readers to Section 2.4 in [WZ] for more details. For ϕ ∈ H = �2(�),
we define a dual vector ϕ̃

ϕ̃n = (−1)s(n)ϕn, n ∈ �, (4.47)

where s(n) = ∑d
j=1 n j for n = (n1, n2, · · · , nd) ∈ Z

d . We assume, in addition, that K
is an even number so that ϕ̃n = ϕ̃n+Kei , n ∈ �, i = 1 · · · , d. Now suppose (μ, ϕ) is an
eigenpair of H = −� + V inH = �2(�). A direct computation shows that

(−� + Vmax − V ) ϕ̃ = μ̃ ϕ̃, (4.48)
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where Vmax − V = {Vmax − vn}n∈� is a non-negative potential and

μ̃ = 4d + Vmax − μ . (4.49)

In other words, (μ, ϕ) is an eigenpair of H if and only if (μ̃, ϕ̃) is an eigenpair of a
dual operator H̃ := −� + Vmax − V . This dual operator H̃ is the same type of discrete
Schrödinger operator as H , only with a different potential (and also taking values in
[0, Vmax]). We can define a dual landscape function ũ satisfying (H̃ ũ)n = 1, and a dual
box-counting function Nũ(μ; H̃) as in (1.3) for H̃ .

It is easy to check that the cardinality of the eigenvalues of H which are smaller than
or equal to μ is the difference of the volume of � and the cardinality of the eigenvalues
of H̃ which are smaller than μ̃. Therefore,

N (μ; H) = 1 − N−(μ̃; H̃)
, (4.50)

where N (·; H) and N−(·; H̃) are the finite volume integrated density of states for H
and H̃ , respectively. Here, the counting N−(·; H̃) is defined for eigenvalues strictly less
than μ, which is different from the definition of N (·; H) in (1.2). If V is the Anderson-
type potential with common distribution F(δ) = P(vn ≤ δ), thenVmax − V is also an
Anderson-type potential, with common distribution P(Vmax − vn ≤ δ). We denote by
F̃(δ) = P(Vmax − vn < δ) = 1 − F(Vmax − δ). We now apply Theorems 1, 2, 4 and
7 to the dual operator H̃ and the dual counting function N (μ̃; H̃) for μ̃ near 0. All
the estimates still hold if we replace N , F by N− and F̃ . In particular, the first part of
Theorem 4 implies that there are constants c̃5, c̃6 depending on d, the expectation of the
random variables, and Vmax such that for all μ̃ > 0,

c̃5 ENũ (̃c6 μ̃; H̃) ≤ EN− (μ̃; H̃) ≤ ENũ(C1μ̃; H̃). (4.51)

Therefore, by (4.49) and (4.50), one has for all μ̃ = 4d + Vmax − μ,

1 − ENũ (C1μ̃; H̃) ≤ EN (μ; H) ≤ 1 − c̃5 ENũ (̃c6 μ̃; H̃),

which yields (1.12) in Corollary 2.
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Appendix A: Discrete Laplacian and Harmonic Functions

A.1 Maximum principle for sub-solutions.

Lemma A.1 (The maximum principle for subharmonic functions). Let Q = �a1, b1� ×
· · ·×�ad , bd� ⊂ Z

d be a box inZ
d and let the inner boundary ∂Q be defined as in (2.11),

and let ∂◦Q ⊂ ∂Q be the flat part of the boundary as defined in (2.12). Let V = {vn}n∈Q
be a non-negative potential on Q. A vector f = { fn}n∈Q is called a sub-solution, on
(the interior of) Q if

−(� f )n + vn fn ≥ 0, n ∈ Q\∂Q.

If f is a sub-solution, then the minimum of fn in Q\E(Q) must be attained on ∂◦Q,
i.e.,

min
n∈Q\∂Q fn ≥ min

n∈∂◦Q
fn . (A.1)

Proof. Let m = minn∈∂◦Q fn . It is enough to prove that whenever fn ≥ 0 for all
n ∈ ∂◦Q, we have fn ≥ 0 for all n ∈ Q\∂Q. Suppose not, then−a := minn∈Q\∂Q fn <

0. Let j ∈ Q\∂Q be such that the minimum is attained, i.e., f j = −a < 0 and
f j±ei ≥ f j , 1 ≤ i ≤ d. Then −(� f ) j + v j f j ≥ 0 implies that 2d f j + v j f j ≥∑

1≤i≤d( f j+ei + f j−ei ) ≥ 2d · (−a). Therefore, f j±ei = f j = −a, 1 ≤ i ≤ d, and
v j = 0. If any of j ± ei belongs to the flat boundary ∂◦Q, then it is a contradiction with
the assumption that fn ≥ 0 for all n ∈ ∂◦Q. If not, then we pick any of them and repeat
the procedure until eventually, after a finite number of steps, we reach the boundary and
arrive at the contradiction again. ��

There will be several direct corollaries of the above maximum principle. We will
simply list them as independent lemmas and omit the details for the proof.

Lemma A.2 (Positivity of solutions for periodic boundary conditions). Let � =
(Z/KZ)d . If V = {vn}n∈� is a non-negative potential which is not constantly zero
and (−� f + V f )n ≥ 0 for all n ∈ �, then fn ≥ 0 for all n ∈ �.

See [WZ], Lemma 2.12, for the proof.

Lemma A.3 (Maximum principle for discrete harmonic functions). Let Q = �a1, b1�×
· · · × �ad , bd� ⊂ Z

d be a box in Z
d and let ∂Q, ∂◦Q be defined as in Lemma A.1.

Suppose f = { fn}n∈Q is a discrete harmonic function on (the interior of) Q, i.e.,

(� f )n = 0, n ∈ Q\∂Q.

Then for all n ∈ Q\∂Q
min
m∈∂Q

fm ≤ min
m∈∂◦Q

fm ≤ fn ≤ max
m∈∂◦Q

fm ≤ max
m∈∂Q

fm . (A.2)

This is a direct application of Lemma A.1, to f and − f . We only state maximum
principles as above for the boxes inZ

d for simplicity, it is not hard to check that the same
conclusion would hold for more general domains in Z

d , as long as they are “connected”
with respect to the discrete Laplacian operator in a suitable sense. In particular, it works
for the “annular” domain given by the difference of two cubes, A = Q2 \ Q1. To be
precise, if the boundary of A is defined in the same as in (2.11), i.e., ∂A = {n ∈ A :
n + ei �∈ A or n − ei �∈ A for some ei } and (� f )n = 0 for n ∈ A\∂A, then

min
m∈∂A

fm ≤ fn ≤ max
m∈∂A

fm, for all n ∈ A\∂A.
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A.2. The discrete Poincaré inequality. The result essentially can be generalized to any
“connected” region in Z

d . We only need the version on a rectangular domain.

Lemma A.4. Let Q = I1×· · ·× Id be a a rectangular domain inZ
d , where Ii = �ai , bi �

for some ai < bi ∈ Z and �i = Card (Ii ) ∈ N, i = 1 · · · , d. For any (real-valued)
sequence { fn}n∈Q, let |Q| = Card (Q) and f̄Q = 1

|Q|
∑

n∈Q fn. Then

∑

n∈Q
( fn − f̄Q)2 ≤ d

2
�2max

∑

n∈Q
‖∇ fn‖2. (A.3)

Proof. Without loss of generality, we assume that Q = �1, �1� × �1, �2� · · · × �1, �d�.
It is enough to prove (A.3) for f̄Q = 0. It is easy to check that

∑

m∈Q

∑

n∈Q
( fm − fn)

2 = 2|Q|
∑

n∈Q
f 2n . (A.4)

For m = (m1, · · · ,md) ∈ Q, n = (n1, · · · , nd) ∈ Q, let �(n,m) = {γ 1 →
γ 2 → · · · → γ d+1} be a discrete path in Z

d connecting n and m, defined taking
the maximal steps along every coordinate. That is, all vertices γ i ∈ Q, are given by
γ 1 = n, γ i+1 = γ i + ti ei , i = 1 · · · , d, γ d+1 = m, and the all edges Ei connecting the
consecutive vertices are parallel to ei . Then

( fm − fn)
2 =

( ∑

1≤i≤d

( fγ i+1 − fγ i )
)2 ≤ d

∑

1≤i≤d

( fγ i+1 − fγ i )2. (A.5)

We claim that for each i = 1, · · · , d,
∑

m,n∈Q
( fγ i+1 − fγ i )

2 ≤ �2max |Q|
∑

n∈Q
|∇i fn|2, (A.6)

where �max = max j � j . Then (A.3) follows from (A.4)–(A.6).
We now prove (A.6) for i = 1. Fix γ d+1 = m = (m1, · · · ,md). Write γ 1 =

n = (n1, ň), where ň = (n2, · · · , nd) ∈ �1, �2� × · · · × �1, �d� := Q̌. Assume that
t1 = m1 − n1 ≥ 0. Then γ 2 = γ 1 + t1e1 = (m1, ň). Write fk = f (k1, · · · , kd) for
k = (k1, · · · , kd) ∈ Z

d . Direct computation shows that

( fγ 2 − fγ 1)2 =
⎛

⎝
m1−1∑

k1=n1

f (k1 + 1, ň) − f (k1, ň)

⎞

⎠

2

≤ |t1|
m1−1∑

k1=n1

(
f (k1 + 1, ň) − f (k1, ň)

)2

≤ �max

�1∑

k1=1

(∇1 f (k1, ň)
)2

.

The same estimate holds for t1 < 0. Therefore, fix m, summing over n ∈ Q gives

∑

n∈Q
( fγ 2 − fγ 1)2 =

∑

ň∈Q̌

�1∑

n1=1

( fγ 2 − fγ 1)2 ≤
( �1∑

n1=1

�max

)(∑

ň∈Q̌

�1∑

k1=1

(∇1 f (k1, ň)
)2)

≤�2max

∑

n∈Q
|∇1 fn|2.



The Landscape Law for Tight Binding Hamiltonians

Then summing over m ∈ Q gives
∑

m,n∈Q
( fγ 2 − fγ 1)2 ≤ |Q|�2max

∑

n∈Q
|∇1 fn|2,

which proves (A.6) for i = 1. The cases i = 2, · · · , d can be proved in a similar manner.
This completes the proof of (A.6) and Lemma A.3. ��

A.3. Discrete cut-off functions. Let Q be a cube of side length R ≥ 3 on Z
d and

let jmax = �R/3�. Let ∂Q and Q/3 be given by (2.11) and (2.13). Let the distance
dist(n,m) = |n−m|∞ bemeasured by the infinity norm onZ

d . LetI( j), 1 ≤ j ≤ jmax,
be a d − 1 dimensional subset of Q which is distance j away from Q/3:

I( j) := {n ∈ Q| dist (n, Q/3) = j } .

By the definition of Q/3 in (2.13), the side length of Q/3 satisfies �(Q/3) = �R/3� ≤
R/3. It is easy to check that Q/3 and all I( j) are pairwise disjoint for j = 1, · · · , jmax.

And 3(Q/3) = Q/3
⋃(⋃ jmax

j=1 I( j)
)

⊂ Q.

Now we can define the cut-off function χ = {χn} as

χn =

⎧
⎪⎨

⎪⎩

1, n ∈ Q/3,
1 − 3

R j, n ∈ I( j), j = 1, · · · , jmax,

0, n /∈ 3(Q/3).
(A.7)

It is easy to see that |χn+ei −χn| ≤ 3/R if n, n + ei ∈ Q, and χn+ei −χn = 0 otherwise,
for all 1 ≤ i ≤ d.

A.4. Dirichlet problem on a cube. We study the Dirichlet problem for the discrete
Laplacian on a cube in Z

d . Recall the definitions of Q(r; ξ), ∂Q(r), ∂◦Q(r), for
ξ = (ξ1, · · · , ξd) ∈ Z

d , and r ∈ Z≥0, given right before Lemma 4.2.

Lemma A.5 (Green’s formula). For any f, g ∈ H = �2(�),

∑

n∈Q(r−1)

gn(� f )n = −
∑

n,n+ei∈Q(r)

(∇g)n(∇ f )n +
∑

n∈∂◦Q(r)

gn
∂ f

∂N
(n) (A.8)

= −1

2

∑

n,m∈Q(r)
|m−n|=1

(gm − gn)( fm − fn) +
∑

n∈∂◦Q(r),m∈∂Q(r−1):
|m−n|=1

gn( fn − fm).

(A.9)

As a consequence,
∑

n∈Q(r−1)

gn(� f )n −
∑

n∈Q(r−1)

fn(�g)n

= −
∑

n∈∂◦Q(r),m∈∂Q(r−1)
|m−n|=1

fn(gn − gm) +
∑

n∈∂◦Q(r),m∈∂Q(r−1)
|m−n|=1

gn( fn − fm). (A.10)
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The Green’s formula for discrete graphs is rather standard, existing in various lecture
notes, e.g. Theorem 1.37 in [Ba], see also in [Ch,Gu]. We omit the proof here.

Given { fn}n∈Q(r−1) and {hn}n∈∂Q(r), we proceed to solve the linear system on Q(r)
{

−(�u)n = fn, n ∈ Q(r − 1),
un = hn, n ∈ ∂Q(r).

(A.11)

The problem can be decomposed into the following two systems, which give us the
discrete Poisson Kernel and the discrete Green’s function for the Dirichlet Laplacian.

The discrete Poisson kernel Pr (n;m) : Q(r)×∂Q(r) → [0, 1] is the unique solution
to the system

{
�Pr (n,m) = 0, n ∈ Q(r − 1),
Pr (n,m) = δm(n), n ∈ ∂Q(r),

(A.12)

for a fixedm ∈ ∂Q(r). Similarly, the discreteGreen’s functionwith pole atm,Gr (n,m) :
Q(r) → [0, 1] is the unique solution to the system

{
−�Gr (n,m) = δm, n ∈ Q(r − 1),
Gr (n,m) = 0, n ∈ ∂Q(r),

(A.13)

for a fixed m ∈ Q(r − 1), Consider −� with zero boundary condition as an invertible
matrix of the size |Q(r − 1)| × |Q(r − 1)|. Clearly, for n,m ∈ Q(r − 1), G(n,m) =
(�)−1(n,m) = G(m, n) since � is self-adjoint.

Moreover, for fixed m ∈ ∂Q(r) and m′ ∈ Q(r), if we apply the Green’s formula
(A.10) to gn = Pr (n,m) and fn = Gr (n,m′), then
∑

n∈Q(r−1)

Pr (n,m)
(− δm′(n)

) =
∑

n∈∂◦Q(r), n′∈∂Q(r−1):
|n′−n|=1

δm(n)
(
Gr (n,m′) − Gr (n

′,m′)
)
,

which implies for any m ∈ ∂Q(r) and m′ ∈ Q(r),

Pr (m
′,m) = Gr (n

′,m′) = Gr (m
′, n′), n′ ∈ ∂Q(r − 1), |n′ − m| = 1. (A.14)

Notice that this can be considered as the (negative) normal derivative of Gr (m′, ·) in
the direction of the outward pointing to the surface of Q(r).

Back to the system (A.11), using Pr and Gr , we can solve the system

un =
∑

m∈∂Q(r)

Pr (n,m)hm +
∑

m′∈Q(r−1)

Gr (n,m′) fm′ .

In particular, we have the following integration by parts formula (Green’s identity)
for any {un}n∈∂◦Q(r) at the center of the box Q(r; ξ):

uξ =
∑

m∈∂Q(r)

Pr (ξ,m)um −
∑

m′∈Q(r−1)

Gr (ξ,m′)(�u)m′ . (A.15)

In particular, for any ξ and r ,
∑

m∈∂Q(r)

Pr (ξ,m) = 1. (A.16)
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A.5. Estimates on the Green’s function and the Poisson kernel. Retain the definitions
in the previous section, for R ∈ N, let Q(R) = Q(R; ξ) ⊂ Z

d be the discrete cube
centered at ξ ∈ Z

d of side length 2R + 1, and let GR(ξ, n) be the discrete Green’s
function as defined in (A.13). In this part, we study the behavior of the discrete Green’s
function away both from the pole ξ and the boundary ∂Q(R). We will approximate the
discrete Green’s function by a continuous one to obtain the desired estimates. Let us also
recall some of the definitions for the continuous case. Fix ξ ∈ Z

d , let Q1 = ξ + [−1, 1]d
be a cube in R

d centered at ξ of side length 2. Let G(ξ, ·) be the continuous Green’s
function on the cube Q1 with zero boundary conditions:

{
−�cG(ξ, x) = δcξ (x),

G(ξ, x) = 0, x ∈ ∂Q1,
(A.17)

where �c = ∑d
i=1

∂2

∂x2i
is the standard Laplacian on R

d , and δcξ (x) is the Dirac delta

function at ξ in the distribution sense. For any R ∈ N, consider a square mesh of size
h = 1

R on Q1. Denote the collection of all the mesh points by

�h = {
τn = ξ + nh, n ∈ �−R, R�d

}
. (A.18)

We see that �h is indexed (one-to-one) by n ∈ Q(R), and hence �2(�h) ∼= R
(2R+1)2 .

For τn ∈ �h , let

Gh(ξ, τn) := 1

hd−2GR(ξ, n) = 1

hd−2GR(n, ξ). (A.19)

It is easy to verify that the equation for GR(n, ξ) in (A.13) implies that

{
−(�Gh)(ξ, τn) := −∑

|n−m|=1

(Gh(ξ, τm) − Gh(ξ, τn)
) = h2−dδξ (n), n ∈ Q(R; ξ),

Gh(ξ, τn) = 0, n ∈ ∂Q(R; ξ).

(A.20)

We see that Gh(ξ, ·) ∈ �2(�h) is the finite difference approximation to the solution of
the continuous problem (A.17). The approximation can be quantified as follows.

Lemma A.6. There are positive dimensional constants C, h0 such that if h ≤ h0, then

|Gh(ξ, τn) − G(ξ, τn)| ≤ C | log h|d+3h2 for all τn ∈ �h ∩ (Q1\Q1/2
)
. (A.21)

Remark A.1. Such an approximation is proved in a rectangular domain in R
2 in [La]. It

was later generalized to the interior of a domain of any dimension with smooth boundary
by Schatz and Wahlbin, see Theorem 6.1 [SW], using the finite elements approach. The
method in [SW] potentially can be generalized to any convex polyhedral domains, up
to the boundary. Here we present a direct proof using the series expansion of Gh and
G. Similar estimate also holds for Gh(y, x) − G(y, x) where the pole y is not far away
from the center ξ . We will only deal with the case y = ξ which will be enough for our
use.
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Proof. Without loss of generality we assume that ξ = 0. In this case, the mesh points
τn = nh and�h = 1

R Q(R) ⊂ Q1, where h = 1/R. Due to the symmetry of the problem,
it is also enough to prove (A.21) on the upper half cubeQ+

1 = {x ∈ Q1 : xd ≥ 0}. Below,
we construct the analytic series representations of G(0, x) and Gh(0, x) on Q+

1 .
For the continuous case, the analytic expression of G(0, x) is well known by the

method of the partial eigenfunction representation. Throughout the rest of the proof, we
denote k = (k1, · · · , kd−1) ∈ Z

d−1
+ , and x = (̃x, xd) where x̃ = (x1, · · · , xd−1) ∈

R
d−1. Let

fk (̃x) =
d−1∏

i=1

sin
(kiπ

2
(xi + 1)

)
, and αk = π

2
‖k‖ := π

2

( d−1∑

i=1

k2i

)1/2
. (A.22)

By separation of variables, for x = (̃x, xd) ∈ Q+
1, 0 < xd < 1,

G(0, x) =
∑

k∈Zd−1
+

1

αk sinh(2αk)
sinh(αk) sinh

(
αk(1 − xd)

)
fk(0) fk (̃x)

=
∑

k∈Zd−1
+

sinh(αk(1 − xd))

2αk cosh(αk)

d−1∏

i=1

sin
(kiπ

2

)
sin

(kiπ
2

(xi + 1)
)
. (A.23)

The partial eigenfunction representation can be used to derive a similar formula for
Gh(0, τn) solving (A.20) on the finite dimensional space. We may abuse the notation
and write Gh(0, n) = Gh(0, τn) = Gh(0, nh) when it is clear. Notice that Gh(0, n)

satisfies zero boundary condition on ∂Q(R), it is enough to consider Gh(0, n) as a
discrete function only for n ∈ Q(R − 1) = �−R + 1, R − 1�d . Similar to the notations
for the continuous case, we write n = (̃n, nd), where ñ = (n1, · · · , nd−1) ∈ �−R +
1, R − 1�d−1, and nd ∈ �−R + 1, R − 1�. Denote by TR := �1, 2R − 1�d−1. We first
construct a basis for the subspace �2(�−R + 1, R − 1�d−1). For k = (k1, · · · , kd) ∈ TR
and ñ = (n1, · · · , nd−1) ∈ �−R + 1, R − 1�d−1, let

f hk (̃n) = √
h
d−1

d−1∏

i=1

sin
(kiπ

2
(ni h + 1)

)
. (A.24)

We claim that { f hk }k∈TR form a normalized basis for R
(2R−1)d−1

. This can be verified
by direct computations of the finite dimensional inner product. For ni ,mi ∈ Z, let
θ = πh(ni − mi )/2, ϕ = π(hni + hmi + 2)/2.

If ni = mi , then

2
2R−1∑

ki=1

sin
kiπ(ni h + 1)

2
sin

kiπ(mih + 1)

2
=

2R−1∑

ki=1

cos(kiθ) −
2R−1∑

ki=1

cos(kiϕ)

= (2R − 1) +
1

2
− sin(2R − 1/2)ϕ

2 sin ϕ
2

= 2R. (A.25)

If ni �= mi , then 2Rθ = π(ni − mi ), 2Rϕ = π(ni + mi ) + 2πR ∈ πZ. Hence,

2
2R−1∑

ki=1

sin
kiπ(ni h + 1)

2
sin

kiπ(mih + 1)

2
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= sin(2R − 1/2)θ

2 sin θ
2

− sin(2R − 1/2)ϕ

2 sin ϕ
2

= − sin(πni ) sin(πmi ) = 0.

Therefore,

2R−1∑

ki=1

√
h sin

kiπ(ni h + 1)

2

√
h sin

kiπ(mih + 1)

2
= δ0(ni − mi ),

which implies for ñ, m̃ ∈ �−R + 1, R − 1�d−1,

∑

k∈TR
f hk (̃n) f hk (m̃) =

d−1∏

i=1

δ0(ni − mi ) = δ0(̃n − m̃).

This shows that the (2R − 1)d−1 × (2R − 1)d−1 dimensional matrix U (k, ñ) := f hk (̃n)

is unitary. Hence, its column vectors { f hk }k∈TR form a normalized basis.
Nowwe fix nd and expandGh(0, nh)with respect to the normalized basis { f hk }k∈TR :

Gh(0, n) = Gh(0, nh) =
∑

k∈TR
Fk(nd) f

h
k (̃n), (A.26)

where Fk(nd) is the coefficient function to be solved. We also expand the d dimensional
discrete delta function as δ0(̃n, nd) = ∑

k δ0(nd) f hk (0) f hk (̃n).
Write the discrete Laplacian as � = �̃+�d , where �̃ is the second order difference

with respect to the first d − 1 variables ñ = (n1, · · · , nd−1) and �d is the second order
difference with respect to the last variable nd . Applying �̃ to f hk (̃n) gives

�̃ f hk (̃n) = f hk (̃n)

d−1∑

i=1

(
2 cos

kiπh

2
− 2

)
.

Combing with the expansion (A.26), we obtain

�Gh(0, n) =
∑

k∈TR
Fk(nd)

(
�̃ f hk (̃n)

)
+
(
�d Fk(nd)

)
f hk (̃n)

=
∑

k∈TR

(
Fk(nd)

d−1∑

i=1

(
2 cos

kiπh

2
− 2

)
+ (�d Fk)(nd)

)
f hk (̃n).

Hence, the d dimensional equation �Gh(0, ·) = −h2−dδ0(·) can be reduced to a one
dimensional difference equation of Fk(nd):

Fk(nd)
d−1∑

i=1

(
2 cos

kiπh

2
− 2

)
+ (�d Fk)(nd) = −h2−d f hk (0)δ0(nd). (A.27)

Define βk = βk(h) to be the positive solution solving

2 cosh βk − 2 +
d−1∑

i=1

(
2 cos

kiπh

2
− 2

)
= 0. (A.28)
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For−R ≤ nd ≤ R, let v1(nd) := sinh(βk(R−nd)) and v2(nd) := sinh(βk(R+nd)).
Then (�dv j )(nd) = v j (nd)(2 cosh βk − 2), j = 1, 2. Hence, v j , j = 1, 2 solves the
homogeneous part of (A.27):

v j (nd)
d−1∑

i=1

(
2 cos

kiπh

2
− 2

)
+ (�dv j )(nd) = 0, for all − R + 1 ≤ nd ≤ R − 1,

(A.29)

with boundary conditions v1(R) = 0 = v2(−R). Define H(nd) = v1(nd) for 0 ≤
nd ≤ R, and H(nd) = v2(nd) for −R ≤ nd < 0. Then H(nd) satisfies (A.29) for all
−R +1 ≤ nd ≤ R−1 except nd = 0. At nd = 0, the definition of H, v1 and v2 implies

H(0) (2 − 2 cosh βk) + H(1) + H(−1) − 2H(0) = −2 cosh(βk R) sinh(βk).

Finally, let Fk(nd) = h2−d f hk (0)
2 cosh(βk R) sinh(βk )

H(nd). Then Fk(nd) solves the inhomogeneous
equation (A.27) for all−R+1 ≤ nd ≤ R−1,with zero boundary condition Fk(±R) = 0.

Together with (A.24) and (A.26), we obtain the analytic series expansion of
Gh(0, nh), on the upper half cube 0 ≤ nd ≤ R:

Gh(0, nh) =
∑

k∈TR
Fk(nd) f

h
k (̃n)

=
∑

k∈TR

sinh
(
βk(R − nd)

)

2R sinh(βk) cosh(βk R)

(
d−1∏

i=1

sin
(kiπ

2

)
sin

(kiπ
2

(ni h + 1)
)
)

.

(A.30)

It was proved in [La] that for d = 2, and |n| > 0, one has |G(0, nh) −Gh(0, nh)| ≤
Ch2|n|−2. The method can be extended to higher dimensions. We will not bother to give
the full generalization of the exact singularity of order 1/|n|2. We only need the version
for R ≥ nd ≥ R/2 with some logarithm corrections as in (A.21). To do that, it is enough
to study the asymptotic behavior of βk(h) in (A.28) as h → 0.

Let βk be given by (A.28). First, it was shown in [GuMa] (see also in [Gu]) that either
βk ≥ 1 or 2Rβk ≥ ‖k‖d for all R = 1

h and 1 ≤ ki ≤ 2R − 1. We sketch the proof for
reader’s convenience. If βk ≤ 1, then

1 + β2
k ≥ cosh βk = d −

d−1∑

i=1

cos
πki h

2
≥ d −

d−1∑

i=1

(
1 − (ki h

2

)2
)

= 1 +
‖k‖2h2

4
,

(A.31)

whichgivesβk ≥ ‖k‖h/2. In (A.31),weused the elementary inequalities 1+x2 ≥ cosh x ,
for x ∈ [0, 1] and 1 − cosπx ≥ x2 for x ∈ [0, 1). Therefore, for any xd = nd/R ∈
[1/2, 1], the coefficients of Gh decays exponentially

∣∣∣∣
sinh(βk(R − nd))

2R sinh(βk) cosh(βk R)

∣∣∣∣ ≤ 1

‖k‖e
−‖k‖/4, or

∣∣∣∣
sinh(βk(R − nd))

2R sinh(βk) · cosh(βk R)

∣∣∣∣ ≤ 1

‖k‖e
−R/2.
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On the other hand, for any fixed k ∈ TR , we want to expand βk(h) in h explicitly.
Let αk = π‖k‖/2 be as in (A.22), one has

βk = cosh−1

(

d −
d−1∑

i=1

cos
πki h

2

)

= cosh−1
(
1 +

π2‖k‖2h2
8

+ O(‖k‖4h4)
)

= log

(
1 +

π2‖k‖2h2
8

+
π‖k‖h

2
+ O(‖k‖3h3)

)

=π‖k‖h
2

+ O(‖k‖3h3) = αkh + O(‖k‖3h3).

Therefore, R βk = αk +O(| log h|3 h2) for ‖k‖ ≤ Cd | log h| (with any constant Cd only
depending on the dimension). For any xd = nd/R ∈ [1/2, 1] and t = 1− xd ∈ [0, 1/2],
we compare the coefficients of G and Gh in (A.23) and (A.30) up to ‖k‖ ≤ Cd | log h|.
Let f (x) = sinh(xt)

cosh(x) . Then 0 ≤ f (x) ≤ 1, | f ′(x)| ≤ 2 for any x ≥ 0. Therefore,

f (βk R) = f (αk) + O(‖ log h‖3h2). Notice that 1/(R sinh(xh)) = 1
x (1 + O(x2h2)

implies

1

R sinh(βk)
= 1

βk R

(
1 + O(β2

k h
2)
) = 1

αk

(
1 + O(| log h|3h2)).

Putting all these together, we have

sinh(βk(R − nd))

2R sinh(βk) cosh(βk R)
= sinh(αk(1 − xd))

2αk cosh(αk)
+ O(| log h|3h2).

Then we split the series expression of G(0, nh) −Gh(0, nh) into low frequency and
high frequency part for a = 8| log h| = 8 log R,

|G(0, nh) − Gh(0, nh)| ≤
∑

‖k‖≤a

(·) +
∑

‖k‖>a

(·)

≤
∑

‖k‖≤a

O(| log h|3h2) +
∑

�≥a

∑

�≤‖k‖<�+1

1

�
e−�/4 + (2R − 1)d−1e−R

≤ adO(| log h|3h2) + ad−2e−a/4 + (2R − 1)d−1e−R ≤ Cd | log h|d+3h2,
for sufficiently large R ≥ Rd . This completes the proof of (A.21). ��

For any 0 < ε < 1/4, by the positivity and smoothness (away from the pole) of the
the continuous Green’s function G, there are c1(ε, d) > 0, c2(ε, d) > 0 such that 2c1 ≤
G(ξ, x) ≤ c2/2 for all Q1−ε/4\Q1/2. Combining this with the approximation in (A.21),
we have c1 ≤ Gh(ξ, τn) ≤ c2 for h < h̃0(ε, d) and τn = ξ + nh ∈ �h ∩ (Q1−ε/4\Q1/2

)
.

Then by (A.19), one has c1 ≤ Rd−2GR(ξ, n) ≤ c2 for R = 1/h ≥ 1/h̃0. Notice that
τn = ξ + nh ∈ �h ∩ (Q1−ε/4\Q1/2

)
is equivalent to

n ∈ Q(R; ξ), and R/2 ≤ |n − ξ |∞ < (1 − ε/4)R. (A.32)

For any 0 < ε < 1/4 and r ≥ 15/ε, if we set R = ⌊
(1 + ε)1/2r

⌋
, then it is easy to

verify that (1+ε/3)r ≤ R ≤ (1+ε/2)r , which implies that R/2 ≤ r ≤ (1+ε/3)−1R <

(1 − ε/4)R. In other words, if n ∈ ∂Q(r; ξ), then n will satisfy (A.32). In conclusion,
we have obtained.
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Lemma A.7. For any 0 < ε < 1/4, and r ∈ N, let R = ⌊
(1 + ε)1/2r

⌋
. There are

constants c1, c2, r0 depending on d and ε such that if r ≥ r0, then c1r2−d ≤ GR(ξ,m) ≤
c2r2−d for all m ∈ Q(r; ξ)

We are also interested in the behavior of G and Gr near the boundary.

Lemma A.8. Let x c = ξ + (0, · · · , 0, 1) ∈ ∂Q1 be the center of the top surface of Q1.
For any 0 < η < 1/4, let T1−η be the semi cube contained in Q1, cetered at xc, and
away from the other surfaces of Q1 by distance η:

T1−η = {x ∈ Q1 : max
1≤i≤d

|xi − x c
i | ≤ 1 − η}.

There is a constant c(η, d) such that for all x = (x1, · · · , xd) ∈ T1−η, one has

G(ξ, x) ≥ c(η, d)|ξd + 1 − xd | = c(η, d) dist(x, ∂Q1). (A.33)

Proof. Consider a larger semi-cube T1−η/2 such that T1−η � T1−η/2 � T1. Let h(x) =
ξd +1− xd . Clearly,G(ξ, x) and h(x) are two strictly positive harmonic functions on the
interior of T1−η/2. By the comparison principle for harmonic functions, see, e.g. [Da,Ke],
there is a constant c only depends on d and η such that G(ξ, x)/h(x) ≥ cG(ξ, y)/h(y)
for all x, y ∈ T1−η. Take y = (0, · · · , 0, ξd + 2η) ∈ T1−η so that h(y) = 1 − 2η. Then
G(ξ, y) ≥ C(η, d), and therefore, G(ξ, x) ≥ ch(x) = c (ξd + 1 − xd) , where c only
depends on d and η. ��
Combing Lemma A.6 and Lemma A.8, we have

Lemma A.9. Let Q(r) = Q(r; ξ) be a cube in Z
d centered at ξ ∈ Z

d , with side length
r . Let Pr (ξ,m) be the discrete Poisson kernel on Q(r) given by (A.12) with pole at the
center ξ . Let S ⊂ ∂Q(r) be the “top surface” of Q(r):

S := {
m = (m1, · · · ,md) ∈ ∂Q(r) : md = ξd + r

}
.

Let nc = (nc1, n
c
2, · · · , ξd + r) ∈ S be the center of S. Suppose 0 < η < 1/4. There are

constants c = c(η, d) and r0(η, d) depending only on the dimension and η such that

Pr (ξ,m) ≥ c
1

rd−1 . (A.34)

for all r ≥ r0 and m = (m1, · · · ,md) ∈ S satisfying |m − nc|∞ ≤ (1 − η)r.

The same estimate holds for Pr (ξ,m) on the other 2d − 1 surfaces Si = {
m ∈ ∂Q(r) :

mi = ξi ± r
}
, i = 1 · · · , d − 1 when m is η-away from the edges and the corners.

Proof. It is enough to prove the result for Q(r) = Q(r; 0) centered at ξ = 0.We consider
the approximation (A.21) on Q1 = [−1, 1]d with the mesh size h = 1

r ≤ h0. Retain the
definitions of G,Gh,�h and τn in Lemma A.6. By the definition of the mesh �h , for
n = (n1, · · · , nd−1, r − 1) ∈ ∂Q(r − 1), the mesh points τn = n 1

r ∈ �h ∩ (Q1\Q1/2
)
.

Then Lemma A.6 implies that

|G(0, τn) − G1/r (0, τn)| ≤ C
(log r)d+3

r2
,

for n = (n1, · · · , nd−1, r − 1) ∈ ∂Q(r − 1).
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For these n = (n1, · · · , nd−1, r − 1) ∈ ∂Q(r − 1), assume further that |ni | <

(1 − η)r, 1 ≤ i ≤ d − 1. Then for τn = n/r and xc = (0, · · · , 0, 1), one has

τn − xc = (n1
r

, · · · ,
nd−1

r
,
r − 1

r

)
.

Then τn ∈ T1−η provided that r ≤ 1/η, and hence, (A.33) implies that G(0, τn) ≥
cdist(τn, ∂Q1) = c 1r . Therefore, for r ≥ r∗(d, η)

G1/r (0, τn) ≥ G(0, τn) − C
(log r)d+3

r2
≥ c

1

r
− C

(log r)d+3

r2
≥ c̃

1

r
.

By (A.19) (for h = 1/r ), we have

Gr (0, n) = hd−2G1/r (0, τn) ≥ c̃
1

rd−1 , (A.35)

for n = (n1, · · · , nd−1, r − 1) ∈ ∂Q(r − 1) and |ni | < (1 − η)r, i = 1, · · · , d − 1.
Notice that if m ∈ S ⊂ ∂Q(r) and n ∈ ∂Q(r − 1) with |n − m|1 = 1, then

|ni | < (1 − η)r, i = 1, · · · , d − 1, and nd = r − 1. Combing (A.35) with (A.14), one
has

Pr (0,m) = Gr (0, n) ≥ c̃
1

rd−1 .

This completes the proof of the lemma. ��

A.6. Harnack type inequalities. We prove the discrete sub-mean value property and the
Moser-Harnack inequality first.

Lemma A.10. Suppose f = { fn} is a discrete nonnegative subharmonic function on
Q(r; ξ) in the sense that

−(� f )n = −
∑

1≤i≤d

( fn+ei + fn−ei ) + 2d fn ≤ 0, n ∈ Q(r − 1; ξ).

There is a dimensional constant C = C(d) > 0 such that

fξ ≤ Cr1−d
∑

n∈∂Q(r;ξ)

fn and fξ ≤ Cr−d
∑

n∈Q(r;ξ)

fn . (A.36)

As a consequence, for any cube � ⊂ Z
d , if fn is non-negative and subharmonic on a

domain containing the tripled cube 3�, then

|�(�)|d sup
ξ∈�

f 2ξ ≤ C
∑

n∈3�
f 2n . (A.37)
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Proof. Fix ξ ∈ Z
d , let f̃ be the discrete harmonic function on Q(r; ξ) which coincides

f on ∂Q(r; ξ), i.e., (� f̃ ) = 0, n ∈ Q(r − 1; ξ), and f̃n = fn, n ∈ ∂Q(r; ξ). By the
integration by parts formula (A.15), f̃ξ = ∑

m∈∂Q(r) Pr (ξ,m) fm,where Pr (n,m) is the
discrete Poisson kernel on Q(r) from (A.12). It was showed in [Gu,GuMa] that there is
a dimensional constant C > 0 such that Pr (ξ,m) ≤ Cr1−d for all m ∈ ∂Q(r; ξ).

Letwn = f̃n− fn . Clearly,−(�w)n = (� f )n ≥ 0 for all n ∈ Q(r−1; ξ) andwn = 0
for n ∈ ∂Q(r; ξ). By the maximum principle Lemma A.1, one has wn = f̃n − fn ≥ 0
for n ∈ Q(r − 1; ξ). In particular, for all 0 ≤ r ′ ≤ r ,

fξ ≤ f̃ξ =
∑

m∈∂Q(r ′;ξ)

Pr ′(ξ,m) fm ≤ Cr ′1−d
∑

m∈∂Q(r ′;ξ)

fm (A.38)

since fn ≥ 0. We multiply (A.38) by (r ′)d−1, and then sum for all 1 ≤ r ′ ≤ r to obtain

fξ

r∑

r ′=1

(r ′)d−1 ≤ C
r∑

r ′=1

∑

n∈∂Q(r ′;ξ)

fn ≤ C
∑

n∈Q(r;ξ)

fn .

Therefore,

fξ ≤ C̃r−d
∑

n∈Q(r;ξ)

fn, (A.39)

which proves (A.36).
Furthermore, (A.39) and Hölder inequality imply that for any ξ and r ,

rd f 2ξ ≤ C̃
∑

n∈Q(r;ξ)

f 2n , (A.40)

which easily yields (A.37). ��
As a direct consequence, we have

Lemma A.11 (Moser-Harnack inequality for sub-solutions). Let � ⊂ Z
d be a cube of

side length �(�), and let 3� be the tripled cube (2.10). Suppose gn is a non-negative sub-
solution to an inhomogeneous equation on a domain containing 3�, so that−(�g)n ≤ 1
and gn ≥ 0 for n ∈ 3�. Then there is a dimensional constant cH > 0 such that

∑

n∈3�
g2n ≥ |�(�)|d

(
cH sup

�

g2n − |�(�)|4
)
. (A.41)

Proof. Suppose 3� = �a1, b1� × · · · × �ad , bd�, bi − ai + 1 = 3�, i = 1, · · · , d, where
� = �(�) is the side length of �. Denote by |3�| = 3d�d its cardinality as usual. For
n = (n1, · · · , nd) ∈ 3�, let

hn = 9

8
�2 − 1

2d

d∑

i=1

(ni − ai )(bi − ni ).

Direct computations show that

(�h)n = 1 and 0 ≤ hn ≤ 9

8
�2, n ∈ 3�.
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Let fn = hn + gn . Then −(� f )n = −(�h)n − (�g)n ≤ 0 and fn ≥ gn ≥ 0. We can
apply Lemma A.10 to the non-negative subharmonic function fn . The estimate (A.37)
implies that

|�(�)|d sup
n∈�

g2n ≤ |�(�)|d sup
n∈�

f 2n ≤ C
∑

n∈3�
f 2n ≤ C

(
|�(�)|4+d +

∑

n∈3�
g2n
)
,

as desired. ��
Next, we study the discrete Harnack inequality for sup-solutions of a homogeneous

Schrödinger equation with a bounded potential.

Lemma A.12. Suppose v = {vn}, vn ≤ Vmax, is a bounded potential. Let f be a non-
negative super-solution for the Schrödinger equation on a cube � ⊂ Z

d so that

− (� f )n + vn fn ≥ 0, fn ≥ 0, n ∈ �. (A.42)

There is a constant C > 0 depending on d and Vmax such that for any cube Q ⊂ � of
side length �(Q),

sup
n∈Q

fn ≤ C�(Q) inf
n∈Q fn . (A.43)

Proof. Assume that the finite dimensional vector { fn}n∈Q attains its minimum andmax-
imum at m, n ∈ Q respectively. Connect m, n by a discrete path {γ j }sj=0 in Q, where

γ0 = m, γs = n and γ j+1 = γ j ± ei for some i . It is easy to check that the minimum
number of steps needed to reach n from m is s = |m − n|1 ≤ d �(Q). The upper bound
for vn and (A.42) imply (2d + Vmax) fk ≥ ∑

|k′−k|1=1 fk′ , for all k ∈ �. Then

fm ≥ 1

2d + Vmax

∑

|m′−m|1=1

fm′ ≥ 1

2d + Vmax
fγ 1 ≥ 1

(2d + Vmax)2
fγ 2

≥ · · · 1

(2d + Vmax)s
fγ s .

Therefore,

inf
n∈Q fn ≥ (2d + Vmax)

−d �(Q) sup
n∈Q

fn,

which gives (A.43). ��

Appendix B: Chernoff Bound

Lemma A.1 (Chernoff-Hoeffding Theorem, [Ho]). Suppose B ⊂ Z
d and {ζ j } j∈B are

i.i.d. Bernoulli random variables, taking values in {0, 1} with common expectation p =
E
(
ζ j
) ∈ (0, 1). Then for any 0 < λ < 1 − p,

P

{∑

j∈B
ζ j ≥ (1 − λ)|B|

}
≤ e−D(1−λ‖p) |B|, (B.1)

where

D(x‖y) = x log
x

y
+ (1 − x) log

1 − x

1 − y
(B.2)

is the Kullback–Leibler divergence between Bernoulli distributed random variables with
parameters x and y respectively.
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We sketch the proof, following the arguments used in [DFM] (which is also close to
the original proof of Hoeffding), for readers’ convenience.

Proof. Let S = ∑
j∈B ζ j . For any t > 0,

P { S ≥ (1 − λ)|B| } = P

{
et S ≥ et (1−λ)|B| } ≤ e−t (1−λ)|B|

E

(
et S

)
= e−t (1−λ)|B| (

E
(
etζ1

))|B|
.

For any j , the expectation of etζ j is E
(
etζ1

) = et p +1− p. Therefore, for all t > 0,

logP { S ≥ (1 − λ)|B| } ≤ −t (1 − λ)|B| + |B| log (et p + 1 − p
) =: −|B| f (t).

(B.3)

It is enough to optimize f (t) in t . Under the condition of 1 − λ − p > 0, the function

f (t) attains its only local maximum at t∗ = log
(
1−λ
λ

1−p
p

)
. Direct computations show

that

f (t∗) = t∗(1 − λ) − log
(
et

∗
p + 1 − p

)
= (1 − λ) log

1 − λ

p
+ λ log

λ

1 − p
= D(1 − λ‖p)

where D(x‖y) is defined in (B.2). Combing with (B.3), we have (B.1). ��
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