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Universality of fold-encoded localized vibrations in enzymes.
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I. ELASTIC NETWORK MODEL OF PROTEIN
DYNAMICS

Elastic network models (ENM) of protein dynamics have
been introduced by M. Tirion in 1996 [1] and later re-
formulated in a coarse-grained version by Bahar and co-
workers under the name of anisotropic network model
(ANM) [2]. In the ANM, a given protein comprising N
residues is represented by an ensemble of N fictitious
particles, the mass of each particle being concentrated at
the location of the corresponding α-carbons. By defini-
tion, the equilibrium configuration of the system is taken
to coincide with the experimentally solved structure (i.e.,
from X-ray diffraction or as an average over several NMR
conformers). All particles are taken to have the same
mass, which we set equal to the average amino acid mass
M = 110 a.m.u., and each particle interacts with its
neighboring particles through a central harmonic force.
Let us denote ri(t) and Ri the instantaneous and the
equilibrium position vector of the i-th residue, respec-
tively. The total potential energy of the system is that
of a network of beads and central springs, that is,

V =
1

2

∑
i>j

Kij(rij −Rij)2 , (1)

where Kij is the force constant of the spring connect-
ing the residues i and j, while rij = |ri − rj | and
Rij = |Ri −Rj | are the instantaneous and equilibrium
Euclidean distances between the pair (i, j). The matrix
of force constants can be specified in several ways. Here,
in line with the original ideas of the ENM modeling strat-
egy, we use a single stiffness k for all springs and identify
the set of interacting pairs through a connectivity matrix,
that is,

Kij = k cij (2)

where cij = {1 for Rij ≤ Rc and 0 otherwise}. Accord-
ing to previous studies [3], we set k = 5 kcal/mol/Å2 and
choose a cutoff Rc = 10 Å. In order to compute the local-
ization landscape of a protein, we consider the harmonic
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approximation of the ANM, which corresponds to

V =
1

2

∑
ij

∑
αβ

Hαβij uiαujβ +O(‖u‖3) (3)

where uiα = riα − Riα (α = x, y, z) are the Cartesian
components of the displacement vector of residue i. The
Hessian matrix H is directly derived from the total po-
tential energy through

Hαβij
def
=

∂2V

∂uiα∂ujβ

∣∣∣∣
{u=0}

= −Kijs
α
ijs

β
ij + δij

∑
m

Kjms
α
mjs

β
mj (4)

where sαij = Rαij/Rij are the Cartesian components of
the unit equilibrium inter-particle vectors. The normal
modes (NM) of a system of interacting particles, such
as the residues in an elastic network, are the eigenvec-
tors of the mass-weighted Hessian matrix (also known as
dynamical matrix),

H̃ =M−1/2 H M−1/2 (5)

where M is the diagonal mass matrix. It is well known
that the high-frequency NMs of vibrations of protein
structures are strongly localized in space, which is a re-
sult of the spatial quenched disorder of their equilibrium
structures [2]. This is still true in our coarse-grained
model where the highest frequencies are of the order of
100 cm−1 (3 THz) and the corresponding displacement
vector fields are localized in regions of the size of one
coordination shell, i.e., O(Rc).

II. THE LOCALIZATION LANDSCAPE OF
THERMAL PHONONS

A. Calculation of the localization landscape

Within the ANM framework, the equations of motion
read

Miüiα = −
∑
jβ

Hαβij ujβ (6)
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By introducing the mass-weighted coordinates Xiα =√
Mi uiα, this set of equations can be put into the fol-

lowing vector form:

Ẍ = −H̃X (7)

We look for solutions to Eq. (7) in the form X = Ye−jωt,
which amounts to solving the related eigenvalue problem,
i.e., finding the eigenvectors Yn and frequencies ωn such
that

H̃Yn = ω2
n Yn (8)

The displacement of residue i can be decomposed into
the contributions along each eigenvector Yn, that is,

uiα(t) =
Xiα(t)√
Mi

=
1√
Mi

3N∑
n=1

αnY
n
iα e

−jωnt. (9)

Ref. [4] introduces a mathematical function called local-
ization landscape (LL) for predicting low-frequency lo-
calization. Yet, in the case of an inhomogeneous discrete
system, high-frequency eigenvectors also correspond to
localized, short-wavelength vibrations. According to a
procedure similar to the one developed in [5], a high-
frequency LL can also be computed as the solution U to
the following linear system

H̃c U = 1 , (10)

where

H̃αβc,ij =

{
c− H̃αβij if i = j, α = β

H̃αβij otherwise.
(11)

Here, c is a small real positive constant such that all
eigenvalues of the matrix H̃c are positive. The physical
idea behind this (see Ref. 5) is to look for localized modes
of wave vector close to k = π/a where a ' 3.83 Å is
the equilibrium distance between consecutive α-carbons
along the protein primary structure. This is the only 1D
path belonging to the connectivity graph that ensures
translational invariance along the chain. Finally, the lo-
calization landscape U used in the main paper above to
exhibit the location of catalytic sites in enzymes is de-
fined as the geometrical average of the three Cartesian
components of U, namely

Ui =

( ∑
α∈x,y,z

UiαUiα

)1/2

(12)

For sake of simplicity, we use the letter U to designate
the localization landscape in the main paper.

III. COMPUTING EFFICIENCY OF THE
METHOD

Another important aspect of this approach is its remark-
able computational efficiency. The study of proteins mo-
tions is usually conducted through an analysis of the nor-
mal modes. This requires solving the eigenvalue problem

(see Eq. (8) in Appendix II)

H̃Yn = ω2
n Yn (13)

where Y and ω2
n correspond to the normal modes and

eigenfrequencies, respectively. Retrieving these quanti-
ties from normal modes analysis (NMA) can be a com-
putational issue for large macromolecules (number of
residues N > 10000), especially when long range interac-
tions are accounted for, as they considerably reduce the
sparsity of the matrix H̃. By contrast, the localization
landscape is obtained by solving a simple linear system
of algebraic equations

L̂U = 1, (14)

where L̂ stands for a self-adjoint operator constructed
from the dynamical matrix (see Eq. (10) in Appendix II).
Table I compares the computational cost of the two afore-
mentioned approaches, by reporting the required CPU-
time as a function of the number of degrees of freedom
(d.o.f). The ratio between the CPU times required by
the two methods is displayed in the last column. The

TABLE I. Comparison between Normal modes (NMA) and
localization landscape (LL) analyses.

CPU time [s]

# of d.o.f. NMA LL Ratio NMA/LL

500 0.72 0.0032 22
1000 4.6 0.17 27
2000 40 1 40
5000 840 18 47

10000 6600 132 50
20000 54000 571 100

LL approach is roughly 50 times more efficient for the
typical protein size encountered in this study, although
we have restricted this analysis to the case of tridiago-
nal matrices: in practice, the computational gap between
the two methods is even more substantial in realistic sys-
tems. This performance offers a clear advantage for a
systematic analysis of large sets of protein data.

IV. CALCULATION ON THE BIOLOGICAL
ASSEMBLY OF LDH.

The localization landscape has been calculated for the
biological assembly of LDH. Figure 2 compares the dimer
and the tetramer landscapes. Both localization patterns
exhibit a similar structure, most of the dominant local-
ization hot-spots and catalytic sites are found with the
same proximity. Interestingly, this reveals that the inter-
face between the two dimers does not play any significant
role in the fast dynamical properties, localized vibrations
at the distant catalytic sites remain unchanged.
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FIG. 1. Localization Landscape for HIV-1 Protease
(PDB id: 1A30). Wave localization is visualized through
the displacement pattern of the 2 fastest eigenmodes (1 and
2), with frequencies of the order of 96 cm−1 (2.88 THz). The
locations of the maxima identify the areas of strongest lo-
calization, i.e., the “hot spots”. Each eigenfrequency can be
associated with a peak height in the landscape, whose val-
ues depend on the choice of the constant c in Eq. (10). In
this case, we have chosen c = 18 in non-dimensional units
(k = M = 1), so that, in particular, all eigenvalues of the
operator (10) are positive as desired. The maximum value
of U (≈ 0.9) yields ωmax =

√
c− 1/Umax ≈ 4.11. With

the choice k = 5 kcal/mol/Å2, M = 110 a.m.u., this gives
ωmax ≈ 94.8 cm−1 (2.84 THz), in agreement with the max-
imum frequency found by brute-force diagonalization of the
dynamical matrix. The line that cuts horizontally the land-
scape at a given height reveals where the vibrations at that
particular frequency are observed along the backbone chain.

V. CALCULATION OF THE LOCAL
COMPRESSION FACTOR

The compression factor Ci measures the average level of
local compression at a given site. For a given pair i, j, this
amounts to evaluating the change in Euclidean distance
along a given normal mode with respect to the equilib-
rium distance Rij . In mathematical terms, Ci reads

Ci =
1

NS ci

∑
n∈S

∑
j

cij

Rij −( ∑
α=x,y,z

(Rαij + a(Y niα − Y njα))2
)1/2

 , (15)

where S is the set comprising the NS highest-frequency
normal modes, ci =

∑
j cij is the connectivity of residue

i and a is an arbitrary displacement in Å. In our calcu-
lation we chose a = 1 Å, smaller than half the shortest

inter-residue distance Rij ' 3.8 Å. This ensures that Ci
are positive quantities, in agreement with the physical
requirement that relative displacements cannot exceed
equilibrium inter-distances.
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FIG. 2. Localization Landscape for the biological as-
sembly (tetramer). A: The localization landscape of the
biological assembly (black) is compared to that of the dimer
(grey). The catalytic sites are located on the same hot-spots.
B: The localization landscape in 3D reveals that the localiza-
tion domains of the biological assembly lie in the core region,
as observed for the dimer.
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