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ABSTRACT
We consider the localization of eigenfunctions for the operator L ¼
�div A gradþ V on a Lipschitz domain X and, more generally, on
manifolds with and without boundary. In earlier work, two authors
of the present paper demonstrated the remarkable ability of the
landscape, defined as the solution to Lu¼ 1, to predict the location
of the localized eigenfunctions. Here, we explain and justify a new
framework that reveals a richly detailed portrait of the eigenfunc-
tions and eigenvalues. We show that the reciprocal of the landscape
function, 1/u, acts as an effective potential. Hence from the single
measurement of u, we obtain, via 1/u, explicit bounds on the expo-
nential decay of the eigenfunctions of the system and estimates on
the distribution of eigenvalues near the bottom of the spectrum.
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1. Introduction

The term localization refers to a wide range of phenomena in mathematics and con-
densed matter physics in which eigenfunctions of an elliptic system concentrate on a
small portion of the original domain and nearly vanish in the remainder, hindering, or
preventing wave propagation. For many decades, its different manifestations have been
a source of wide interest, with an enormous array of applications. In addition to cele-
brated results concerning localization by disordered potentials [1–6], there is localization
by randomness in the coefficients of �div Ar and of the Maxwell system [7, 8], local-
ization by a quasiperiodic potential [9], and localization by fractal boundaries [10], to
mention only a few examples. However, with the notable exception of the recent work
[9] for a 1D almost Matthieu operator, these results do not address detailed, determinis-
tic geometric features of the localized eigenfunctions.
The present paper changes the point of view through the introduction of a new effect-

ive potential, and applies it to establish the location, shape, and a detailed structure of
the exponential decay of the eigenfunctions of the operator L ¼ �div A gradþ V on a
finite domain, as well as estimates on its spectrum.
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In 2012, Filoche and Mayboroda introduced the concept of the landscape, namely the
solution u to Lu¼ 1 for an elliptic operator L, and showed that this single function has
remarkable power to predict the shape and location of localized low energy eigenfunc-
tions of L, whether the localization is triggered by the disorder of the potential, the
geometry of the domain, or both (see [11]). These ideas led to beautiful new results in
mathematics [12, 13], as well as theoretical and experimental physics [14].
In this paper and its companion papers [15] in physics and [16] in computational

mathematics, we propose a new framework that greatly extends the predictive power of
the landscape function u. We show that the reciprocal 1/u of the landscape function
should be viewed as an effective quantum potential revealing detailed structure of the
eigenfunctions. The eigenfunctions of L reside in the wells of 1/u and decay exponen-
tially across the barriers of 1/u. Under hypotheses on the behavior of u that can be con-
firmed easily and efficiently numerically, the original domain splits into independently
vibrating regions, and the global eigenfunctions are exponentially close to eigenfunc-
tions of subregions. As a corollary, we prove an approximate diagonalization of the
operator and confirm that localization according to 1/u gives an accurate eigenvalue
count up to exponential errors.
Predicting the eigenvalue count or “density of states” is an important goal linking

this paper to the other two. The proposal in [15] to use 1/u to estimate the density of
states, starting from the very bottom of the spectrum, has provoked a burst of applica-
tions beyond the scope of the single-particle Schr€odinger equation. In particular, in the
context of the Poisson-Schr€odinger system, the paper [17] finds an iterative algorithm
that speeds up the time it takes to compute the performance of the type of semicon-
ductor used in LED devices from one year to one day. The key to this acceleration is
that at each step of the iteration, a new potential is computed as a function of the dens-
ity of states. This modifies in turn the operator L and therefore the effective potential 1/
u from which the next density of states is derived, without ever solving the Schr€odinger
equation. In the companion article [16] in computational mathematics, we explore sys-
tematically efficient shortcuts leading from the effective potential to the density
of states.
Although some of our applications are to random regimes, the effective potential 1/u

is a deterministic tool. It is not designed to replace probabilistic methods, but to com-
plement and enhance them by providing a new way to detect the quantum geometry of
disordered materials. Statistical mechanics often treats the source of disorder as a black
box, whereas this mechanism allows us to enter the box and identify detailed determin-
istic features of the disorder.
Put another way, this paper does not aim to prove localization, but rather to describe

a new mechanism to measure it. The results are conditional on the separation of the
potential wells of the effective potential, but this separation can be confirmed efficiently
numerically. As a result, for many families of random potentials V, one can learn from
the effective potential 1/u what the eigenfunctions look like. Finally, the paper does not
address wave interference, another suggested cause of localization. It does, however,
capture quantitatively effects of quantum tunneling.
The paper is organized as follows. In Section 2, we state our results in a special case

and illustrate their numerical significance. In Section 3, we give our main definitions
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and state some preliminary estimates on the landscape function and eigenfunctions. In
Section 4, we derive our exponential decay estimates, known as Agmon estimates, in
the setting of bounded domains in R

n: In Section 5, we deduce the approximate diago-
nalization into localized eigenfunctions and estimates on the eigenvalue distribution.
Finally, in Section 6, we describe how to generalize our theorems to manifolds and
prove the boundary regularity theorems stated in Section 3. We also address the diffi-
culty that Agmon metrics are only defined for continuous coefficient matrices A;
because our estimates are independent of the modulus of continuity, we are able to use
a fairly straightforward procedure to approximate bounded measurable coefficient
matrices by continuous ones.
We thank the referees for a careful reading of the manuscript and valuable expository

suggestions.

2. Outline of results and comparison with numerical examples

To describe our results we consider the very special case in which the operator is
(minus) the ordinary Laplace operator plus a nonnegative, bounded potential,

L ¼ �Dþ V 0 � V xð Þ � �V ; �V :¼ supV
� �

acting on periodic functions, that is, on the manifold M ¼ R
n=TZn: It is crucial to

applications that the estimates be independent of the “size” T of the manifold M as
T ! 1: What makes them even more valuable is that they are essentially universal, as
we shall discuss later in this section.1

Assume that V is positive on a set of positive measure. Then the landscape function
u, the solution to Lu¼ 1 on M, exists and is unique. Moreover, u> 0 by the maximum
principle. Our starting point is the conjugation of the operator L by multiplication by u:

~Lg :¼ 1
u
L guð Þ ¼ � 1

u2
div u2rg

� �þ 1
u
g:

The operator ~L has a similar form to L but with the new potential 1/u replacing V.
Writing the quadratic form associated with the operator L in terms of ~L; we find the
identity (Lemma 4.1)ð

M
jrf j2 þ Vf 2
� �

dx ¼
ð
M

u2jr f =u
� �j2 þ 1

u
f 2

� �
dx; (2.1)

which holds for all f 2 W1;2ðMÞ: In particular,ð
M

jrf j2 þ Vf 2
� �

dx �
ð
M

1=uð Þf 2 dx: (2.2)

Inequality (2.2) suggests that we can replace V with a new effective potential function
1/u. In fact, we will need the full identity (2.1) to demonstrate this. The identity reflects
a trade in kinetic and potential energy, enabling 1/u to capture effects of both the kin-
etic term jrf j2 and the potential term Vf2 rather than only the potential energy.

1Furthermore, in the body of the paper, we will treat operators with bounded measurable coefficients on Lipschitz and
more general domains and on compact C1 manifolds with and without boundary; see Sections 3 and 6.
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An example of the localization we are trying to predict and control is shown in
Figure 1, which depicts a potential V on R

2=TZ2 with T¼ 80 and constant values on
unit squares, V¼ 0 on white squares and V¼ 4 on black squares. The values were
chosen independently, with probability 30% for V¼ 4 and 70% for V¼ 0. In other
words, V is a Bernoulli random variable on unit squares. At the right is the graph of
fifth eigenfunction. In spite of the fact that the zero set of V percolates everywhere, this
eigenfunction and dozens of others are highly localized.

2.1. Exponential decay

The first main result of this paper is the rigorous proof that the steep decay in
Figure 1 comes from the barriers of the effective potential. We do this by formulat-
ing and proving appropriate exponential decay estimates of Agmon type (see [18,
19]). Roughly speaking, these theorems say that if (2.2) holds, then eigenfunctions of
eigenvalue k have “most” of their mass in the region

E kþ dð Þ ¼ x 2 M : 1=u xð Þ � kþ d
� 	

for a suitable small d> 0; and exponential decay in the complementary region.
To formulate our estimate precisely, consider the weights

wk xð Þ :¼ max
1

u xð Þ � k; 0
� �

:

Exponential decay is expressed in terms of the so-called Agmon distance, traditionally
built from V, but for our purposes arising from 1/u. We define our version of Agmon
distance, which we will refer to loosely as the effective distance, as the degenerate metric
on M given by

qk x; yð Þ ¼ inf
c

ð1
0
wk c tð Þð Þ1=2 j _c tð Þj dt;

with the infimum taken over absolutely continuous paths c : ½0; 1� ! M from cð0Þ ¼ x
to cð1Þ ¼ y:

Figure 1. Bernoulli potential (left) and the fifth eigenfunction (right).
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Theorem 2.1. (see Corollary 4.5) Let w be an eigenfunction: Lw ¼ kw on M. Let

h xð Þ :¼ hk;d xð Þ ¼ inf qk x; yð Þ : y 2 E kþ dð Þ
n o

be the effective distance from x to Eðkþ dÞ. Thenð
h�1f g

eh jrwj2 þ �Vw2
� �

dx � 50 �V=d
� �ð

M

�Vw2 dx: (2.3)

The theorem says that the square density and energy of the eigenfunction are at most
of size e�h; with h the effective distance from Eðkþ dÞ: The theorem only guarantees
decay insofar as the function h grows. But in numerical examples, the growth of h and
the way it matches the decay of eigenfunctions is very evident, as we will illustrate
shortly using the eigenfunction in Figure 1. Later in this section, we will discuss the typ-
ical behavior as T ! 1:

The main difficulty of the proof is to compensate for the price we paid for replacing V
with 1/u, namely that the gradient term jrf j2 has been replaced by u2jrðf =uÞj2 in (2.1).
We can’t afford this dependence on u, and a crucial feature of the estimate we obtain in
(2.3) is that this part of the dependence on u disappears, leaving only the effects of 1/u.
Remarkably, we get a uniform bound, independent of the dimension n and the size T

of the manifold. It is universal in that it depends only on the effective distance and the
scale-invariant ratio d=�V : The parameter d is at our disposal, but a natural choice is to
take d less than the distance between successive eigenvalues, in which case d should be
viewed as a spectral gap. Given that the dependence on parameters is so explicit and
scale-invariant, the estimates can be interpreted easily both numerically and physically
across a wide family of contexts.
To illustrate this exponential decay, we compute the effective potential 1=uðxÞ for the

Bernoulli potential in Figure 1. Figure 2 shows the contour of Eðk5 þ dÞ on the left with
k5 ¼ 0:45508; the fifth eigenvalue. (The value d ¼ 0:005 was chosen as the average spac-
ing between eigenvalues in the vicinity of the fifth.) Overlaid on the right in gray scale
are the values of fifth eigenfunction w5. Note that most of w5 occupies just one

Figure 2. Eðk5 þ dÞ ¼ f1=uðxÞ � k5 þ dg (left) with fifth eigenfunction superimposed in gray
scale (right).
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component of the set Eðk5 þ dÞ: In fact, dozens of eigenfunctions coincide essentially
with single components or clusters of components.

2.2. Approximate diagonalization

So far, estimate (2.3) only guarantees that w5 is supported primarily in a union of wells,
that is, it is mostly a linear combination of highly localized functions, whereas Figures 1
and 2 show that the eigenfunction is primarily a single spike. We want to show that
eigenfunctions are single spikes or clusters of spikes and justify implicitly the numerical
procedure for finding the eigenfunctions in order by examining the wells separately,
starting from the deepest (see [16]).
To prove that eigenfunctions localize to a single well or a cluster, we establish an

approximate diagonalization. This will require an extra assumption on spectral gaps.
For the purposes of localization and diagonalization, near multiplicity, or resonance, is
the enemy. Eigenfunctions with nearly the same eigenvalue can, in fact, share wells.
We introduce a space of localized eigenfunctions as follows. Consider a threshold �l

that will be used to handle eigenvalues k � �l�d: Choose any subdivision2 of E ¼
Eð�l þ dÞ into a finite collection of disjoint closed subsets

E ¼ [
‘
E‘:

Let �S denote the smallest effective distance q�l between distinct pairs of sets E‘ and
E‘0 : Let X‘ be the �S=2 neighborhood3 of E‘ in the effective distance q�l : Let u‘;j; j ¼
1; :::; be the orthonormal basis of L2ðX‘Þ of eigenfunctions of L satisfying the Dirichlet
condition u ¼ 0 on M n X‘: By results analogous to the exponential bounds for w, these
functions u‘;j are concentrated near E‘ and decay exponentially in the larger region X‘;

provided the corresponding eigenvalue satisfies l‘;j � �l: In other words, such functions
are localized to a single well or cluster E‘ in M.
Denote by Uða;bÞ the orthogonal projection onto the subspace of L2ðMÞ spanned by

u‘;j with eigenvalues between a and b, and Wða;bÞ the corresponding spectral projection
for eigenfunctions of L. Denote by jj � jj the norm of L2ðMÞ: Our main result is
the following.

Theorem 2.2. (see Theorem 5.1) If w is an eigenfunction of L with eigenvalue k on M
and k � �l�d, then

jjw�U k�d;kþdð Þwjj2 � 300
�V
d

� �3

e��S=2jjwjj2: (2.4)

If u ¼ u‘;j is a localized eigenfunction with eigenvalue l ¼ l‘;j � �l�d, then

jju�W l�d;lþdð Þujj2 � 300
�V
d

� �3

e��S=2jjujj2:

2The E‘ are typically connected components of E, but since the theorem is stronger when the minimum separation �S is
larger, it is sometimes useful to merge nearby wells into one set E‘:
3The sets X‘ can also be chosen to be somewhat larger, provided each X‘ is separated by at least q�l distance �S=2
from E‘0 for every ‘0 6¼ ‘: They are roughly in the spirit of Voronoi cells.

6 D. N. ARNOLD ET AL.



The interpretation is that the eigenfunctions w are linear combinations of localized
u‘;j associated with the spectral band k6d: In particular, if the projection has rank one,
then w lives primarily in one well or cluster E‘: This is the kind of localization we see
in numerical simulation.
Let us make the spectral gap condition required for the projection to have rank one

more explicit. If we choose d so that

d=�V � 30e��S=6; (2.5)

then the constant on the R.H.S. of (2.4) is � 1=90: If there is only one eigenvalue l‘;j in
the range ðk�d; kþ dÞ; then the projection has rank one, and the eigenfunction w is
localized. Up to the factor 1/6 in the exponent, this is the best result of its kind that
one can hope for. If the spectral gap d between eigenvalues l‘;j in adjacent E‘ is smaller
than �Ve�c�S for some sufficiently large c, then the eigenfunction may be a linear combin-
ation with significant contributions from more than one E‘:
Finally, we describe the correspondence between actual eigenvalues and localized

eigenvalues l‘;j up to exponential errors. This, combined with Theorem 2.2, gives the
full picture of the correspondence between actual eigenfunctions and localized eigen-
functions u‘;j up to exponential errors for low eigenvalues. Denote by N0ðkÞ the cumu-
lative eigenvalue counting function for the union of the u‘;j and by NðkÞ the counting
function for the original operator L.

Corollary 2.3. (see Corollary 5.2) Suppose that d, �l and �N are chosen so that

k1 � k2 � � � � � k�N � �l�d; 300�N
�V
d

� �3

e��S=2 < 1: (2.6)

Then

N0 k�dð Þ � N kð Þ � N0 kþ dð Þ; for k � �l�d:

The corollary follows readily from Theorem 2.2. It says that the two eigenvalue
counts coincide up to d with d� �V �N 1=3e��S=6; parallel to (2.5).

The constants in our estimates depend only on the spectral ratio d=�V ; so we can eas-
ily see the exponential take control as T increases with the help of numerical experi-
ments on R=TZ: For each of T ¼ 25; 26; ::: ; 219; we carried out 200 realizations of a
potential V with constant values on unit intervals, chosen independently and uniformly
distributed between 0 and �V ¼ 4: We found that the gap k2�k1 is typically4 greater
than 1=T: (This is nearly the same, by (2.6), as the spectral gap between the first two
localized eigenvalues l‘;j:) The minimum separation S between consecutive connected
components of Eðk1 þ 1=TÞ conforms very well to the power law medianðSÞ�:69 T:59:

For T ¼ 215; the values d1 ¼ 1=T; �V ¼ 4; and the median S1 ¼ :69 T:59; we have

4Lower bounds on spectral gaps are called Wegner type estimates. In [6], Fr€ohlich and Spencer showed that for large
disorder, the gap is bounded below by a multiple of 1=Tn with high probability in the discrete Anderson model on Z

n

with uniformly distributed V. A similar conclusion holds with a larger power of T in many cases in which V has a
singular continuous distribution (see [20]).
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300
�V
d1

� �3

e�S1=2 	 10�50:

Thus, (2.4) typically shows that the ground state w1 is extremely close to a sin-
gle spike.
Theorem 2.2 is motivated by work of Helffer and Sj€ostrand [21, 22] and Simon [23,

24] on resonance for smooth potentials V in the semi-classical regime, �h2Dþ V as
h ! 0; but our potentials are much more irregular and our eigenfunctions have a dif-
ferent shape. A new feature of our methods is that we use weak eigenfunction equations
and derive error estimates in the dual space to the standard Sobolev space W1;2ðMÞ (see
(5.2)). By relying only on dual space estimates, we can eliminate all dependence on
smoothness, and express our results explicitly in terms of the spectral gap ratio d=�V :

The dual estimates are just barely strong enough to yield estimates for the spectral pro-
jection and eigenvalue distribution.
Because our exponential decay result is relative to distance to all of Eðkþ dÞ rather

than to a single well, it does not address directly the further decay we see numerically
as we pass through the second and third effective barrier, etc. Our subsequent estimates
show that resonance is the main issue. The natural conjecture is that the interaction of
pairs of eigenfunctions depends primarily on the effective distance between the wells or
cluster to which they belong, rather than the minimum distance �S between all pairs of
wells. The proof can be expected to depend on multi-scale analysis and a more detailed
spectral gap hypothesis like the condition (2.5) above, localized to pairs or groupings of
wells. Showing that such a hypothesis is satisfied with high probability should employ
tools associated with so-called Wegner estimates in the theory of Anderson localization.

3. Main assumptions and preliminary estimates

Let X be a bounded, connected, open subset of Rn such that at each boundary point
the domain is locally equivalent to a half space via a bi-Lipschitz mapping. (In Section
5, we will replace the ambient space R

n with a compact C1 manifold M̂:)
Set M ¼ �X; and let m 2 L1ðXÞ be a real-valued density satisfying uniform upper and

lower bounds

1
C
� m xð Þ � C;

for some positive constant C. Let A ¼ ðaijðxÞÞni;j¼1 be a bounded measurable, real sym-
metric matrix-valued function, satisfying the uniform ellipticity condition

1
C
jnj2 �

Xn
i;j¼1

aij xð Þninj � Cjnj2; x 2 X; n 2 R
n: (3.1)

for some C<1: We define the elliptic operator L acting formally on real-valued func-
tions u by

Lu ¼ � 1
m
div mAruð Þ þ Vu ¼ � 1

m

Xn
i;j¼1

@

@xi
m aij

@u
@xj

 !
þ Vu:
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The operator L will always be used in the weak sense, defined as follows.

Definition 3.1. A function u 2 W1;2ðXÞ satisfies Lu ¼ f weakly on X (respectively, on
M ¼ �X) if ð

X
Aruð Þ � rgþ Vug½ � m dx ¼

ð
X
f g m dx (3.2)

for every g 2 W1;2
0 ðXÞ (respectively, for every g 2 W1;2ðXÞ).

Here the space W1;2ðXÞ ¼ W1;2ðMÞ is the usual Sobolev space, namely the closure of
C1ðMÞ in the function space with square norm given byð

X
jruj2 þ u2
� �

dx:

The space W1;2
0 ðXÞ is the closure in the same norm of the subspace C1

0ðXÞ of con-
tinuously differentiable functions that are compactly supported in X.
The weak equation on M ¼ �X imposes, in addition to the interior condition, a

weak form of the Neumann boundary condition on u: If there is sufficient smooth-
ness to justify integration by parts, then the Neumann condition can be written

� xð Þ � A xð Þru xð Þ ¼ 0; x 2 @X;

with � the normal to @X: In fact, in the case of Lipschitz boundaries, the Neumann
condition is valid almost everywhere with respect to surface measure on @X for suitable
right hand sides f. But, we will only need the weak form, not this strong version of the
boundary condition. (For now we confine ourselves to Neumann boundary conditions;
we will say a few words about Dirichlet and mixed boundary conditions later.)
We assume further that V is non-degenerate in the sense that it is strictly positive on

a subset of positive measure of X. By ellipticity of A and the fact that X is a connected,
bounded bi-Lipschitz domain, we have the coercivity inequalityð

M
Aruð Þ � ruþ Vu2

� �
m dx � c

ð
M

jruj2 þ u2
� �

dx;

for some c> 0. In other words, the formal L2ðM;m dxÞ inner product hLu;ui is com-
parable to the square of the W1;2ðXÞ ¼ W1;2ðMÞ norm of u: By the Fr�echet–Riesz the-
orem (identifying a Hilbert space with its dual), this implies that for every
f 2 L2ðM;m dxÞ; there is a unique solution v 2 W1;2ðMÞ to the weak equation Lv ¼ f
on M. The landscape function u is defined as the solution to

Lu ¼ 1 weakly on M:

In other words, u is the unique weak solution to the inhomogeneous Neumann prob-
lem with R.H.S. the constant 1.

Proposition 3.2. Let V be nondegenerate and satisfy 0 � V � �V for some constant �V.
Then the landscape function u satisfies u � 1=�V on M. Moreover u 2 CaðMÞ for
some a> 0:

Proof. Consider the weak solution to Lv ¼ f on M for bounded measurable f. H€older
regularity of v at interior points of M follows from a version of the theorem of De
Giorgi, Nash, and Moser (see Theorem 8.24, [25]). Near each boundary point, one can

COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 9



define an “even” reflection of v that satisfies a uniformly elliptic equation in a full
neighborhood; hence v is Ca up to the boundary for some a> 0: This reflection argu-
ment is presented in the last section in the more general context of manifolds (see
Proposition 6.1). In particular, u 2 CaðMÞ:
Next, we prove a version of the maximum principle, namely that v � 0 provided f �

0: Since v is continuous, the set X� ¼ fx 2 X : vðxÞ< 0g is open. Since v minimizesð
X

Aruð Þ � ruþ Vu2 � 2fu
� �

m dx

among all u 2 W1;2ðMÞ; we haveÐ
X Arvð Þ � rvþ Vv2 � 2fv
� �

m dx

� ÐX Arvþð Þ � rvþ þ Vv2þ � 2fvþ
� �

m dx

for vþðxÞ ¼ maxðvðxÞ; 0Þ: Consequently,ð
X�

Arvð Þ � rvþ Vv2 � 2fv
� �

m dx � 0:

Because V � 0 and f � 0; we have Vv2�2fv � 0 on X�: Therefore,ð
X�

Arvð Þ � rv m dx � 0:

Since A is coercive, rv ¼ 0 a.e. on X�; and v is a strictly negative constant on each
connected component of X�: If any such component is a proper subset of X, then the
continuity of v contradicts the fact that v � 0 on X n X�: On the other hand, if X� ¼
X; then v 
 �a; for some constant a> 0. But in that case, Lv ¼ �aV; which cannot
equal f � 0: Thus, the only possibility is that X� is empty.
Finally, to conclude proof of the proposition, consider u, the weak solution to Lu¼ 1

on M. Then

v ¼ u� 1
�V

solves Lv ¼ 1�V
�V
� 0:

Therefore, by the maximum principle, v � 0; and u � 1=�V : w

By the bi-Lipschitz assumption on X and the Rellich-Kondrachov lemma, the inclu-
sion mapping W1;2ðMÞ ,! L2ðMÞ is compact. Thus, by the spectral theorem for com-
pact operators, there is a complete orthonormal system of eigenfunctions to the
Neumann problem for L, that is, an orthonormal basis wj of L2ðMÞ such that wj 2
W1;2ðMÞ; and

Lwj ¼ kjwj weakly on M:

The non-degeneracy of V implies that the eigenvalues kj are strictly positive,
We will compare these eigenfunctions to localized eigenfunctions of Dirichlet or

mixed boundary value problems. Let K be a compact subset of M. Let U be a connected
component of M n K: We say that Lu ¼ f weakly on U if Eq. (3.2) holds for all test
functions g 2 C1ðMÞ such that the support of g is contained in U. We will denote the
closure of this set of test functions in the usual W1;2ðRnÞ norm by W1;2

0 ðUÞ: Formally,
solutions to Lu ¼ f on U satisfy mixed boundary conditions
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u xð Þ ¼ 0; x 2 K \ @U; � xð Þ � A xð Þru xð Þ ¼ 0; x 2 @X \ @U:

In the special case K � @X; the problem is no longer mixed because we only have
Dirichlet boundary conditions. We won’t need the Neumann boundary equations in
strong form, only the weak, integrated form. On the other hand, we will use continuity
of the solutions up to the boundary. In fact, we will obtain Ca regularity.
To ensure the H€older regularity of solutions we make an additional assumption on

the compact set K � M: We will say that K satisfies the bi-Lipschitz cone condition if
there are r> 0 and e> 0 such that at every point x0 2 @K there is a mapping F :
Brðx0Þ ! R

n with Fðx0Þ ¼ 0; bi-Lipschitz bounds ejx�yj � jFðxÞ�FðyÞj � ð1=eÞjx�yj;
and such that

F Kð Þ � x ¼ x1; x
0ð Þ 2 R R

n�1 : jx0j< ex1 < e2
� 	

:

The constants in our main theorems do not depend on r, e or the bi-Lipschitz con-
stants of X because continuity of the solutions is only used in a qualitative way.

Proposition 3.3. Suppose that K is a non-empty compact subset of M satisfying the bi-
Lipschitz cone condition. Let U be a connected component of M n K. Then there is an
orthonormal basis uj of L

2ðU;m dxÞ of eigenfunctions solving Luj ¼ ljuj weakly on U,
lj > 0. After extending the functions uj from U to the rest of M by uj ¼ 0 on M n U,
they satisfy uj 2 CaðMÞ \W1;2ðMÞ for some a> 0:

The proof of the existence of the complete orthonormal basis of eigenfunctions is the
same as in the case of K ¼ ;; that is, the case of wj above. See Proposition 6.1 for the
proof Ca regularity. (At interior points the proof is similar to the case of Lv ¼ f above.
The boundary regularity is proved by reducing to a Dirichlet problem using an
even reflection.)

4. Agmon estimates

We will frequently write

rA ¼ A1=2r
in which A1=2 ¼ A1=2ðxÞ is the positive definite square root of the matrix A(x) and r is
a column vector. Thus, we have

rAu � rAg ¼ Aruð Þ � rgð Þ; jrAuj2 ¼ Aruð Þ � ru:

Lemma 4.1. Assume that f and u belong to W1;2ðMÞ, that V, f, and 1/u belong to
L1ðMÞ, and that u satisfies Lu ¼ 1 weakly on M. Thenð

M
jrAf j2 þ Vf 2
� �

m dx ¼
ð
M

u2jrA f =u
� �j2 þ 1

u
f 2

� �
m dx:

Proof. The function f 2=u belongs to W1;2ðMÞ; so we may use it as a test function in the
weak form of Lu¼ 1 to obtain
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ð
M

rAu � rA f 2=u
� �� �þ Vu f 2=u

� �� �
m dx ¼

ð
M

f 2=u
� �

m dx:

Substituting the identity rAu � rAðf 2=uÞ ¼ jrAf j2�u2jrAðf =uÞj2 (from the product
rule), this becomesð

M
jrAf j2 � u2jrA f =u

� �j2 þ Vf 2

 �

m dx ¼
ð
M

f 2=u
� �

m dx;

which, after moving a term from the left to the right, is the desired result. w

Given the importance of Lemma 4.1 to this paper, we wish to elaborate on it, recapit-
ulating the introduction with more details. Recall that

Lf ¼ � 1
m
div mArfð Þ þ Vf

in the weak sense. Define the operator ~L by

~Lg :¼ 1
u
L guð Þ:

In other words, ~L is the conjugation of L by the operator multiplication by u. If the func-
tions m and A are differentiable, then one can use equation Lu¼ 1 to compute that

~Lg ¼ � 1
mu2

div mu2Arg
� �þ 1

u
g:

Note that the operator ~L is of the same form as L but with a different density and poten-
tial. The key point is that the potential V in L has been replaced by the potential 1/u in ~L:
Mechanisms of this type are familiar in the theory of second order differential equations.
Conjugation of operators of the form �Dþ V using an auxiliary solution is a standard
device leading to the generalized maximum principle (see Theorem 10, p. 73 [26]). A simi-
lar device appears even earlier in work of Jacobi on conjugate points and work of Sturm
on oscillation of eigenfunctions. In all of these cases, the multipliers are eigenfunctions or
closely related supersolutions rather than solutions to the equation Lu¼ 1.
Consider the space L2ðM;m dxÞ with inner product h � ; � i: The operators L and

u2~L are self adjoint in this inner product. Using the formula for ~L above, one could
derive the lower bound hLf ; f i � hð1=uÞf ; f i formally by substituting f ¼ gu:

hLf ; f i ¼ hu2~Lg; gi � hu2 1=uð Þg; gi ¼ h 1=uð Þf ; f i:
Lemma 4.1 implies that the identity hLf ; f i ¼ hu2~Lg; gi is valid in weak form. Indeed,

it says that

hLf ; f i ¼
ð
M

jrAf j2 þ Vf 2
� �

m dx ¼
ð
M

u2jrA f =u
� �j2 þ 1

u
f 2

� 
m dx;

and so, since g ¼ f =u;

hLf ; f i ¼
ð
M
u2 jrAgj2 þ 1

u
g2

� 
m dx ¼ hu2~Lg; gi:

Although conjugation and the calculation of ~L leads to our identity, the weak form
has considerable advantages. It is easier to check the weak formula than the differential
formula for ~L because it only involves first derivatives. Moreover, because we only
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differentiated once and didn’t integrate by parts, our proof of Lemma 4.1 was not only
shorter but also more general in that it applied to bounded measurable m and A.
We will now derive estimates of Agmon type from Lemma 4.1.

Lemma 4.2. Suppose u belongs to W1;2ðMÞ \ CðMÞ;u ¼ 0 on a compact subset K of M
and Lu ¼ lu weakly on M n K. Let u be as in Lemma 4.1 and let g be a Lipschitz func-
tion on M. Thenð

M
u2jrA gu=u

� �j2 þ 1
u
� l

� �
guð Þ2

� 
m dx ¼

ð
M
jrAgj2u2 m dx: (4.1)

Furthermore, setting g ¼ veh with h and v Lipschitz functions on M, we have

Ð
Mu

2

����rA
vehu
u


 �����
2

m dx þ ÐM 1
u
� l� jrAhj2

� �
vehu
� �2

m dx

¼ ÐM jvrAhþrAvj2 � jvrAhj2
� �

ehu
� �2

m dx:

(4.2)

Proof. Since g2u 2 W1;2ðMÞ and g2u ¼ 0 on K, it can be used as a test function for the
equation Lu ¼ lu; yieldingð

M
V � lð Þg2u2 m dx ¼ �

ð
M
rAu � rA g2u

� �
m dx: (4.3)

Substituting f ¼ gu in Lemma 4.1, givesÐ
M jrA guð Þj2 þ V�lð Þg2u2
h i

m dx

¼ ÐM u2jrA gu=u
� �j2 þ 1

u
�l

� �
g2u2

� 
m dx:

On the other hand, (4.3) implies thatÐ
M jrA guð Þj2 þ V�lð Þg2u2
h i

m dx

¼ ÐM jrA guð Þj2�rAu � rA g2u
� �h i

m dx ¼ ÐMu2jrAgj2 m dx:

This proves (4.1). The second formula, (4.2), follows from the first, by setting g ¼
veh; and using the formula

jrAgj2 ¼ jrA veh
� �

j2 ¼ veh
� �2jrAhj2 þ jvrAhþrAvj2�jvrAhj2

� �
e2h:

w

Let w be a nonnegative, continuous function on M. Assume the elliptic matrix A is con-
tinuous on M. Denote the entries of B ¼ A�1 by bijðxÞ: We define the distance qðx; yÞ
on M for the degenerate Riemannian metric ds2 ¼ wðxÞP bijdxidxj by

q x; yð Þ ¼ inf
c

ð1
0

�
w c tð Þð Þ

Xn
i;j¼1

bij c tð Þð Þ _ci tð Þ _cj tð Þ
�1=2

dt;

where the infimum is taken over all absolutely continuous paths c : ½0; 1� ! M such
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that cð0Þ ¼ x and cð1Þ ¼ y: (Note that the distance between points in a connected com-
ponent of the set fw ¼ 0g is zero.)
With these notations, we have the following lemma.

Lemma 4.3 ([[18], Theorem 4, p. 18]). If h is real-valued and jhðxÞ�hðyÞj � qðx; yÞ for
all x; y 2 M, then h is a Lipschitz function, and

jrAh xð Þj2 � w xð Þ for all x 2 M:

In particular, this holds when

h xð Þ ¼ inf
y2E

q x; yð Þ;

for any nonempty set E � M:

The lemma is stated in [18] for w strictly positive. Considering the case wðxÞ þ � and
taking the limit as � & 0 gives the result for non-negative w.
Recall that V is a measurable function on M such that 0 � VðxÞ � �V ; and V is non-

zero on a set of positive measure and u is the unique weak solution to Lu¼ 1 on M,
the landscape function.
Fix l � 0; and set

wl xð Þ ¼ 1
u xð Þ � l
� �

þ
¼ max

1
u xð Þ � l; 0
� �

:

With our additional assumption that the elliptic matrix A has continuous coefficients
on M, we can define qlðx; yÞ as the Agmon distance associated to the weight wlðxÞ: For
any E � M; denote

ql x;Eð Þ ¼ inf
y2E

ql x; yð Þ:

Theorem 4.4. Let 0 � l � � � �V be constants. With u the landscape function as above,
denote

E �ð Þ ¼ x 2 M :
1

u xð Þ � �

� �
:

Let K be a compact subset of M. Denote

h xð Þ ¼ ql x;E �ð Þ n K� �
; x 2 M;

and

v xð Þ ¼ h xð Þ; h xð Þ< 1;
1; h xð Þ � 1:

�

Suppose u belongs to W1;2ðMÞ \ CðMÞ;u ¼ 0 on K, and Lu ¼ lu weakly on M n K.
Then for 0< a< 1;

Ð
Mu

2

����rA
veahu
u


 �����
2

m dxþ 1�a2ð ÞÐ
M

1
u
� l

� �
þ

veahu
� �2

m dx

� 1þ 2að Þe2a �V�lð ÞÐ 0< h< 1f gu
2 m dx:

(4.4)
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Furthermore, if � ¼ lþ d; d> 0; we haveð
h�1

e2ah jrAuj2 þ �Vu2
� �

m dx � 450þ 130�V
1� að Þd

� �
�V
ð
M
u2 m dx: (4.5)

Proof. Using (4.2) with ah in place of h, the first term on the L.H.S. is the same as in
(4.4). Since v¼ 0 on El n K and u ¼ 0 on K, we have vu ¼ 0 on El: Moreover, by
Lemma 4.3 jrAhj2 � wlðxÞ: Thus,

Ð
M

1
u
� l� a2jrAhj2

� �
veahu
� �2

m dx

¼ ÐMnEl
1
u
� l� a2jrAhj2

� �
veahu
� �2

m dx

� 1�a2ð ÞÐ
MnEl

1
u
� l

� �
þ

veahu
� �2

m dx

¼ 1�a2ð ÞÐ
M

1
u
� l

� �
þ

veahu
� �2

m dx:

The R.H.S. integrand of (4.2) is zero almost everywhere on the set rAv ¼ 0; so we may
restrict the integral to the set f0< h< 1g: There we have v 
 h; so

jvarAhþrAvj2�jvarAhj2 ¼ vaþ 1ð Þ2�v2a2
� �

jrAhj2 � 2aþ 1ð ÞjrAhj2:
Finally, jrAhj2 � wlðxÞ � �V�l; by Lemma 4.3 and Proposition 3.2. This concludes

the proof of (4.5).
It remains to prove (4.5). For convenience, normalize u so that its L2ðM;m dxÞ

norm is 1:

jjujj2 :¼
ð
M
u2 m dx ¼ 1:

Let f ¼ veahu: Since f¼ 0 on Eð�Þ; ð1=u�lÞ � d on M n Eð�Þ; and l � 0; (4.4)
implies

ð
M
u2jrA f =u

� �j2 m dx þ 1�a2ð Þd
ð
M
f 2 m dx � 1þ 2að Þe2a �V : (4.6)

Since rf and ru belong to L2ðMÞ; and 1/u and f belong to L1ðMÞ; f 2=u is a permis-
sible test function. Thus, using Lu¼ 1, 1=uðxÞ � �V ;VðxÞ � 0; and (4.6), we have

Ð
MrAu � rA f 2=u

� �
m dx ¼ ÐM 1� Vuð Þ f 2=u

� �
m dx

� �V
Ð
Mf

2 m dx � 1þ 2að Þe2a
1� a2ð Þd

�V 2 � 3e2

2 1� að Þd
�V 2

:
(4.7)
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Next,ð
M
jrAuj2 f =u

� �2
m dx ¼ �

ð
M
2 f =u
� � rAuð Þ � urA f =u

� �� �
m dx

þ
ð
M
rAu � rA f 2=u

� �
m dx

�
ð
M

1
2

f =u
� �2jrAuj2 þ 2u2jrA f =u

� �j2 þrAu � rA f 2=u
� �� 

m dx:

Hence, after subtracting the term with factor 1/2 and multiplying by 2,

ð
M
jrAuj2 f =u

� �2
m dx �

ð
M

4u2jrA f =u
� �j2 þ 2rAu � rA f 2=u

� �h i
m dx

� 4 1þ 2að Þe2a �V þ 3e2
�V 2

1� að Þd

� 12e2 �V þ 3e2
�V 2

1� að Þd :

It follows that

Ð
MjrAf j2 m dx ¼ ÐMjurA f =u

� �þ f =u
� �rAuj2 m dx

� 2
Ð
Mu

2jrA f =u
� �j2 m dx þ 2

Ð
MjrAuj2 f =u

� �2
m dx

� 2 1þ 2að Þe2a �V þ 2 12e2 �V þ 3e2
�V 2

1� að Þd

" #
m dx

� 30e2 �V þ 6e2
�V 2

1� að Þd :

(4.8)

Finally, since eahu ¼ f on fh � 1g; and jrAhj2 � �V ; we have (by (4.7) and (4.8) in
particular)Ð

h�1f ge
2ah jrAuj2 m dx ¼ Ð h�1f gjrA eahu

� �
�a rAhð Þeahuj2 m dx

� 2
Ð

h�1f gjrA eahu
� �

j2 m dx þ 2
Ð

h�1f ga
2jrAhj2 eahu

� �2
m dx

� 2
Ð

h�1f gjrAf j2 m dx þ 2�V
Ð

h�1f gf
2 m dx

� 60e2 �V þ 12e2
�V 2

1� að Þdþ 3e2
�V 2

1� að Þd :
(4.9)
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Thus, by (4.7) again,ð
h�1f g

e2ah jrAuj2 þ �Vu2
� �

m dx � 60e2 �V þ 15e2
�V 2

1� að Þdþ
3
2
e2

�V 2

1� að Þd

� 450þ 130�V
1� að Þd

� �
�V :

w

Theorem 4.4 displays the dependence of the constant as a ! 1: We state next a variant
for a ¼ 1=2 in the form we will use below.

Corollary 4.5. Let 0< l � �l and 0< d � �V=10 be constants. Suppose that �l þ d � �V.
Let K be a compact subset of M, and set

hK xð Þ ¼ �q x;E �l þ dð Þ n Kð Þ; x 2 M;

with �q ¼ q�l the Agmon metric associated to the weight �wðxÞ ¼ ð1=uðxÞ��lÞþ. Suppose u
belongs to W1;2ðMÞ \ CðMÞ;u ¼ 0 on K, and Lu ¼ lu weakly on M n K. Thenð

hK�1
ehK jrAuj2 þ �Vu2
� �

m dx � 18e
�V
d

� �
�V
ð
M
u2 m dx: (4.10)

In particular, in the case K ¼ ;; the corollary says that for eigenfunctions w satisfying
Lw ¼ kw weakly on all of M for which k � �l; we haveð

h�1
eh jrAwj2 þ �Vw2
� �

m dx � 18e
�V
d

� �
�V
ð
M
w2 m dx: (4.11)

with

h xð Þ ¼ �q x;E �l þ dð Þð Þ; x 2 M:

Proof. Corollary 4.5 is not, strictly speaking, a corollary of Theorem 4.4, but rather the
specialization of the inequalities in the proof to the case a ¼ 1=2: Note also the theorem
is proved for l ¼ �l; but the corollary is also valid for any larger value of �l: This
because increasing �l gives rise to a weaker conclusion: it decreases hK.
Rather than repeat the proof, we indicate briefly the arithmetic that ensues from set-

ting a ¼ 1=2 in the proof of Theorem 4.4. With f ¼ vehK=2u and the normalization
jjujj ¼ 1; we have ð

hK�1f g
ehK �Vu2 m dx � �V

ð
M
f 2 m dx � 8e

3

�V 2

d
;

as in the second line of (4.7),ð
M
jrAf j2 m dx � 20þ 3�V

d

� �
e�V ;

by the proof of (4.8), and (as for (4.9))
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ð
hK�1f g

ehK jrAuj2 m dx � 40þ 34�V
3d

� �
e�V :

Therefore, again with the normalization jjujj ¼ 1;ð
hK�1f g

ehK jrAuj2 þ �Vu2
� �

m dx � 40þ 14
�V
d

� �
e�V � 18e

�V
d

� �
�V ;

where we have used d � �V=10 to obtain the last inequality. w

5. Localized approximate eigenfunctions

We have already proved a theorem about exponential decay of the eigenfunctions w.
We will now show, roughly speaking, that if the landscape function predicts localization,
then an eigenfunction with eigenvalue k is localized in the components of f1=u � kg
where an appropriate localized problem has an eigenvalue in the range k6d:
Let �l and d be as in Corollary 4.5. Consider any finite decomposition of the sublevel

set Eð�l þ dÞ into subsets:

E �l þ dð Þ ¼ x 2 M :
1

u xð Þ � �l þ d
� �

¼ [R
‘¼1

E‘:

We regard the sets E‘ as potential wells. It is easiest to visualize E‘ as the (closed)
connected components of Eð�l þ dÞ: In practice, such connected wells often yield the
optimal result. But there is no requirement that E‘ be connected. Rather each E‘ should
be chosen to consist of a collection of “nearby” wells. It is occasionally useful to merge
nearby wells because what is important is to choose the sets E‘ so as to have a large
separation between them, where the separation �S is defined by

�S ¼ inf �q x; yð Þ : x 2 E‘; y 2 E‘0 ; ‘ 6¼ ‘0
n o

;

that is, the smallest effective distance between wells. Here, as before, �q ¼ q�l denotes the
Agmon metric associated to the weight �wðxÞ ¼ ð1=uðxÞ��lÞþ: Whether or not a decom-
position into small, well-separated wells exists depends on the level set structure of
1=uðxÞ and the size of �l þ d:
Let S1 < �S (as near to �S as we like). We claim that there is a compact set K‘ � M ¼ �X sat-

isfying the hypothesis of Proposition 3.3 and such that

x 2 M : �q x;E‘ð Þ � �S=2
� 	 � K‘ � x 2 M : �q x;E‘ð Þ> S1=2

� 	
: (5.1)

In fact, as we will show in Lemma 6.2, for any compact K � M and any neighbor-
hood U � K (that is, U is relatively open in M) there is an intermediate set K � K 0 �
U such that K 0 satisfies the bi-Lipschitz cone condition.
Define X‘ as the connected component of M n K‘ containing E‘: Because the sets E‘

are at least distance �S apart, the sets X‘ are disjoint.
Denote by W1;2

0 ðX‘Þ the closure in W1;2ðMÞ norm of the space of smooth functions
that are compactly supported on X‘: Note that these functions can be extended by zero
on M n X‘ and regarded as belonging to W1;2ðMÞ: But the notation is slightly mislead-
ing, because X‘ is not necessarily open, and may contain parts of @M that do not lie in
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K‘: On those parts, functions of W1;2
0 ðX‘Þ do not need to vanish. In other words, our

definition of W1;2
0 ðX‘Þ includes a Dirichlet condition on K‘ \ @X‘ only.

The operator L is self-adjoint with our mixture of Dirichlet and Neumann conditions,
and for each ‘ there a complete system of orthonormal eigenfunctions u‘;j 2 W1;2

0 ðX‘Þ
satisfying ð

M
rAu‘;j � rfþ Vu‘;jf
� �

m dx ¼ l‘;j

ð
M
u‘;jf m dx

for all test functions f in W1;2
0 ðX‘Þ: We have Dirichlet conditions on K‘ \ @X‘: If @X‘ \

@M is non-empty, then on that portion of the boundary, the weak equation is inter-
preted as a Neumann condition. But we will never have to use normal derivatives, only
the weak equation. The purpose of inserting the somewhat nicer domain X‘ is so that
the eigenfunctions u‘;j are continuous (in fact H€older continuous) on M. We do this so
that the integrals in the lemmas above are well defined. None of our inequalities with
exponential weights depend on the Lipschitz constant of X‘; just as they don’t depend
on the ellipticity constant or modulus of continuity of A.
Let wj denote the complete system of orthonormal eigenfunctions of L on M with

eigenvalues kj. Let Wða;bÞ denote the orthogonal projection in L2ðM;m dxÞ onto the
span of eigenvectors wj with eigenvalue kj 2 ða; bÞ: Let Uða;bÞ be the orthogonal projec-
tion onto the span of the eigenvectors u‘;j with eigenvalue l‘;j 2 ða; bÞ: Thus the range
of Uð0;1Þ is the subspace of L2ðM;m dxÞ of functions supported on [‘X‘:

Theorem 5.1. Let 0< d � �V=10. If u is one of the u‘;j with eigenvalue l ¼ l‘;j and
l � �l�d, and �S is the effective distance separating wells, defined above, then

jju�W l�d;lþdð Þujj2 � 300
�V
d

� �3

e��S=2jjujj2;

where here and below, jj � jj denotes the norm in L2ðM;m dxÞ. If w is one of the wj with
eigenvalue k ¼ kj � �l�d, then

jjw�U k�d;kþdð Þwjj2 � 300
�V
d

� �3

e��S=2jjwjj2:

Note that this theorem only has content if �S is sufficiently large that

�V
d
< 300�1=3e

�S=6:

The separation �S increases as �l decreases. Recall, also, that we have the flexibility to
choose the sets E‘ so as to merge nearby wells that are not sufficiently separated.
Numerical experiments show that the partition into well-separated wells does occur
with high probability for many classes of random potentials V.

Proof. Here and in the remainder of the paper all eigenfunctions are normalized to have
L2ðm dxÞ norm 1. Consider u such that Lu ¼ lu in the weak sense on X‘: Let

g xð Þ ¼ f �q x;E‘ð Þð Þ
be defined by
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f tð Þ ¼
1; t � S1

2
�1

S1
2
�t;

S1
2
�1 � t � S1

2

0;
S1
2
� t

8>>>>><
>>>>>:

Let r be the distribution satisfying the equation

L guð Þ ¼ lguþ r

in the weak sense on M. In other words, r is defined by

r fð Þ :¼
ð
M

rA guð Þ � rAfþ V�lð Þguf� �
m dx

for all f smooth functions on M. Since gf is a suitable test function for Lu ¼ lu in X‘;

we have ð
M

rA uð Þ � rA gfð Þ þ V�lð Þguf� �
m dx ¼ 0:

Subtracting this formula from the previous one for r, we find that

r fð Þ ¼
ð
M
urAg � rAf�frAu � rAg½ � m dx:

Observe that if rAgðxÞ 6¼ 0; then S1
2 �1 � �qðx;E‘Þ � S1

2 : Furthermore, since the dis-
tance from E‘ to E‘0 ; ‘

0 6¼ ‘; is greater than S1, �qðx;E‘0 Þ � S1=2: Thus, since Eð�l þ dÞ ¼
[R
‘¼1E‘; we have �qðx;Eð�l þ dÞÞ � S1=2�1: In particular, for any set K, rAgðxÞ 6¼ 0

implies

hK xð Þ ¼ �q x;E�lþd n K
� � � S1

2
�1:

We use this, (4.10) with K ¼ M n X‘; and jrAgj2 � �V to obtain (recall the normalization
jjujj ¼ 1)

jr fð Þj � supjrAgjð ÞjjrAfjj
ð

rAg 6¼0f g
u2 m dx

 !1=2

þ supjrAgjð Þjjfjj
ð

rAg6¼0f g
jrAuj2 m dx

 !1=2

� jjrAfjj
ð

rAg6¼0f g
�Vu2 m dx

 !1=2

þ �V 1=2jjfjj
ð

rAg 6¼0f g
jrAuj2 m dx

 !1=2

� jjrAfjj2 þ �V jjfjj2
� �1=2 18e2 �V 2

deS1=2

� �1=2

:
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We will abbreviate this inequality by

r fð Þ2 � e�V jjrAfjj2 þ �V jjfjj2
� �

; e :¼ 18e2
�V
d
e�S1=2: (5.2)

Since VðxÞ � 0;

jjrAwjjj2 þ �V jjwjjj2 �
ð
M

jrAwjj2 þ V þ �Vð Þw2
j

h i
m dx ¼ kj þ �V :

Let J be any finite list of indices j such that jkj�lj � d and let

f ¼
X
j2J

cjwj

be any linear combination of the wj. By density considerations, such a f is admissible.
Then, since V � 0;

jjrAfjj2 þ �V jjfjj2 �
ð
M

jrAfj2 þ V þ �Vð Þf2
� �

m dx ¼
X
j2J

kj þ �V
� �

c2j :

Consequently, it follows from (5.2) that

r fð Þ2 � e�V jjrAfjj2 þ �V jjfjj2
� �

� e�V
X
j2J

kj þ �V
� �

c2j :

Denote by

bj ¼
ð
M
guwj m dx ¼ hgu;wji

the coefficients of gu in the basis. Because ðL�kjÞwj ¼ 0 in the weak sense,

r fð Þ ¼
X
j2J

cj

ð
M

rAwjrA guð Þ þ V�kj
� �

wjgu
h i

m dx

þ
ð
M
cj kj�l
� �

wjgu m dx

¼
X
j2J

cj kj�l
� �

bj:

Thus, ����X
j2J

cj kj�l
� �

bj

����
2

¼ r fð Þ2 � e�V
X
j2J

kj þ �V
� �

c2j :

Setting cj ¼ bjðkj þ �V Þ�1=2sgnðkj�lÞ; we find that����X
j2J

jkj�ljffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj þ �V

q b2j

����
2

� e�V
X
j2J

b2j :
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Since kj � 0 and jkj�lj � d;

jkj�ljffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj þ �V

q � dffiffiffiffi
�V

p :

Therefore,

X
j2J

b2j � e
�V 2

d2
:

Since the set J is an arbitrary finite subset of j such that jkj�lj � d; we have

jjgu�W l�d;lþdð Þ guð Þjj2 � e
�V 2

d2
:

Next, it follows from (4.11) and 1�gðxÞ ¼ 0 on f�qðx;E‘Þ � S1=2�1g that

�V jj 1�gð Þujj2 � �V
ð
hK�S1

2�1
u2 m dx � e�V K ¼ M n X‘ð Þ;

which, since the projection I�Wðl�d;lþdÞ has operator norm 1, implies that

jj 1�gð Þu�W l�d;lþdð Þ 1�gð Þuð Þjj2 � e:

Finally, adding the bounds for u ¼ ð1�gÞuþ gu and using d � �V=10; we get

jju�W l�d;lþdð Þujj2 � 2e
�V 2

d2
þ 2e< 300

�V 3

d3
e��S=2:

This is the first claim of the theorem (recall the normalization jjujj ¼ 1).
The second claim has a similar proof with the roles of u and w reversed. We will

sketch each step, but the reader will need to refer regularly to the previous proof. Let w
be a normalized eigenfunction of L on M with eigenvalue k � �l: We use the same cut-
off functions

g‘ xð Þ ¼ f �q x;E‘ð Þð Þ;
introducing the subscript ‘ since ‘ is no longer fixed. Then define

~g ¼
X
‘

g‘:

Note that ~gw is compactly supported in the union of the X‘; and the X‘ are disjoint.
Define the distribution ~r by the equation

L ~gwð Þ ¼ k~gwþ ~r:

By similar reasoning to the proof of the first claim, using (4.11) we have the analog of
(5.2), that for all f 2 W1;2ðMÞ;

~r fð Þ2 � e�V jjrAfjj2 þ �V jjfjj2
� �

; e ¼ 18e2
�V
d
e�S1=2:
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Take any finite set ~J of indices ð‘; jÞ and denote

~f ¼
X
‘;jð Þ2~J

c‘ju‘j:

In the same way as before, we deduce

~r ~f
� �2 � e�V

X
~J

l‘j þ �V

 �

c2‘j:

Moreover, as before, if we define

b‘j ¼
ð
M
~gwu‘j m dx:

We claim that

~r ~f
� �

¼
X
~J

c‘j l‘j�k
� �

b‘j:

This last identity is the only place where the proof is slightly different. Observe that
because ðL�l‘jÞu‘j ¼ 0 in the weak sense on X‘ and g‘0 has support disjoint from �X‘

for all ‘0 6¼ ‘; ð
M

rA ~gwð ÞrAu‘j þ V�l‘j
� �

~gwu‘j

h i
m dx

¼
ð
X‘

rA g‘wð ÞrAu‘j þ V�l‘j
� �

g‘wu‘j

h i
m dx ¼ 0:

This is the only aspect of the proof of the formula for ~rð~fÞ that differs from the one
for rðfÞ above.
Now suppose that for every ð‘; jÞ 2 ~J ; jl‘j�kj � d: Then, setting

c‘j ¼ b‘j l‘j þ �V

 �1=2

sgn l‘j�k
� �

;

we obtain

X
~J

b2‘j � e
�V 2

d2
:

Since ~gw is supported in the union [‘ X‘ and the u‘j are an orthonormal basis for L2

on that set, and L is an arbitrary finite subset of indices such that jl‘j�kj � d; we have

jj~gw�U k�d;kþdð Þ ~gwð Þjj2 � e
�V 2

d2
:

Next, it follows from the fact that ð1�~gðxÞÞ ¼ 0 on the set where hðxÞ ¼ �qðx;Eð�l þ
dÞÞ � S1=2�1 and (4.11) that
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�V jj 1�~gð Þwjj2 � �V
ð
h�S1

2�1
w2 m dx � e�V :

The rest of the proof is similar. w

Theorem 5.1 shows that when the landscape potential 1=uðxÞ defines wells that are
separated by a large number S, then the eigenfunctions are located in these wells (with
a single eigenfunction possibly occupying several wells). An easy consequence is the fol-
lowing corollary saying that the graphs of the two counting functions enumerating
eigenvalues of L and eigenvalues localized to wells agree (modulo a shift 6d) up to a
number �N defined below.

Corollary 5.2. Consider the counting functions

N kð Þ ¼ # kj : kj � k
� 	

; N0 lð Þ ¼ # l‘;j : l‘;j � l
� 	

:

Recall that �l and d are used to specify �S. Suppose that l � �l and choose �N such that

300�N
�V
d

� �3

< e
�S=2:

Then

min �N ;N0 l�dð Þ� � � N lð Þ and min �N ;N l�dð Þ� � � N0 lð Þ:

Proof. Let

p ¼ min �N ;N l�dð Þ� �
Consider the first p eigenvectors w1, …wp of L on M. Then p � Nðl�dÞ implies

kj � l�d; and therefore

jjwj�U 0;lð Þwjjj2 � 300
�V 3

d3

 !
e��S=2:

For any nonzero linear combination w ¼Pp
j¼1 ajwj; we have

jjw�U 0;lð Þwjj �
X
j

jajjjjwj�U 0;lð Þwjjj

� 300
�V 3

d3

 !
e��S=2

 !1=2X
j

jajj

� 300
�V 3

d3

 !
e��S=2

 !1=2

jjwjjp1=2 < jjwjj;

by the Cauchy–Schwarz inequality and because p � �N : Denote by Q the span of the wj,
j ¼ 1; :::; p: The inequality implies the restriction of Uð0;lÞ to Q is injective and the
dimension N0ðlÞ of Uð0;lÞðQÞ is at least p. In other words, N0ðlÞ � p: The proof of the
lower bound for NðlÞ is similar. w
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6. Manifolds and approximation

In this section, we discuss two generalizations of the results of Section 3: the extension
to manifolds and the removal of the continuity assumption on the coefficients of A. We
also prove the boundary regularity for mixed data referred to in Section 3 and construct
the intermediate sets K‘ of (5.1) with the bi-Lipschitz cone condition.
Let us first see how to replace R

n with an ambient space M̂ defined as a compact,
connected C1 manifold. Let V be a bounded measurable function satisfying 0 � VðxÞ �
�V on M̂: Let A be a symmetric two-tensor and let m be a density on M̂: In a coordin-
ate chart, x, A is represented locally by a symmetric matrix-valued function (which we
shall still denote by A) and m is represented by a scalar function. Given a test function
g ¼ gðxÞ compactly supported in the coordinate chart, and a function u ¼ uðxÞ; we
write

hAru;rgi :¼
ð

Aruð Þ � rg m dx; hu; gi :¼
ð
u g m dx:

We extend these definitions to test functions on all of M̂ by using a partition of
unity. The covariance property that makes this definition independent of the choice of
coordinate charts is that in a new coordinate system y with x ¼ xðyÞ; the expression for
the corresponding matrix ~AðyÞ and density ~mðyÞ is

~A yð Þ ¼ B yð Þ�1A x yð Þð Þ B yð Þ�1

 �T

; ~m yð Þ ¼ jdet Bjm x yð Þð Þ;

where B is the Jacobian matrix

Bij yð Þ ¼ @xi
@yj

; B ¼ Bijð Þ:

For g supported in the intersection (in the x variable) of the two coordinate charts,
denoting ~gðyÞ ¼ gðxðyÞÞ; ~uðyÞ ¼ uðxðyÞÞ; and ~V ðyÞ ¼ VðxðyÞÞ; we haveð

Aruð Þ � rgþ Vug½ � m dx ¼
ð

~Ar~u
� �

� r~g þ ~V ~u~g
� �

~m dy:

Thus we obtain globally defined quantities hAru;rgi and hVu; gi:
We will assume that in some family of coordinate charts covering all of M̂; A is rep-

resented by bounded measurable, uniformly elliptic matrices and that m is bounded
above and below by positive constants. The constant of ellipticity and the constants
bounding m from above and below depend on the coordinate charts. But since our esti-
mates won’t depend on these constants, this does not matter to us.
Let X be an open, connected subset of M̂ such that near each point of @X; X is

locally bi-Lipschitz equivalent to a half space. This includes as a special case, bi-
Lipschitz images of Lipschitz domains in R

n (for instance, bounded chord-arc domains
in R

2). It also includes the case X ¼ M̂ in which the boundary is empty. Set M ¼ �X:

Denote the inner product associated to L2ðMÞ with density m by h � ; � i: Let K be a
compact subset of M and let W1;2

0 ðM n KÞ denote the closure in W1;2 norm of the set of
functions in C1ðMÞ that vanish on K. For u 2 W1;2

0 ðM n KÞ and f 2 L2ðM n KÞ; the
weak equation Lu ¼ f on M n K is defined by
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hAru;rgi þ hVu; gi ¼ hf ; gi
for every g 2 W1;2

0 ðM n KÞ:
We will now prove H€older regularity of solutions up to the boundary for suitable K

and f.

Proposition 6.1. Suppose that X � M̂ is locally bi-Lipschitz equivalent to a half space at
each boundary point. Suppose that K satisfies the bi-Lipschitz cone condition as defined
above Proposition 3.3. There is a> 0 such that if f 2 L1ðMÞ and u 2 W1;2ðMÞ, with
u ¼ 0 on K, solves ðL�lÞu ¼ f in the weak sense on M n K, then u 2 CaðMÞ:
Proof. Without loss of generality, we can replace V by V�l and assume the constant
l¼ 0. As we have already observed, the interior H€older regularity follows from the the-
orem of De Giorgi-Nash-Moser. We handle the Neumann boundary conditions by per-
forming an even reflection at the boundary of X.
It will suffice to consider a single coordinate chart denoted here by y. Let

Br ¼ y 2 R
n : jyj< r

� 	
; Q ¼ y 2 R

n : y1 � 0f g:
and let K be a compact subset of �B1 \ Q satisfying the bi-Lipschitz cone condition. Let
W1;2ððB1 \ QÞ n KÞ be the closure in W1;2 norm of functions of C1ð�B1 \ QÞ with sup-
port disjoint from K. If u 2 W1;2ððB1 \ QÞ n KÞ; then the extension of u by 0 on K
belongs to W1;2ðB1 \ QÞ: For f 2 L1ððB1 \ QÞÞ we say u solves Lu ¼ f weakly on
ðB1 \ QÞ n K if ð

B1\Q
Aruð Þ � rgþ Vug½ � m dy ¼

ð
B1\Q

f g m dy

for all g 2 C1ðB1 \ QÞ with support disjoint from K. (The fact that g need not vanish
on y1 ¼ 0 is what imposes the Neumann condition in the weak sense.) Here, as usual,
A is a bounded measurable symmetric matrix, f, V and m bounded measurable func-
tions defined in B1 \ Q: Moreover, A is elliptic (see (3.1)) and 1=C � mðyÞ � C:
We extend m, V, u and f to B1 by reflection as follows. Let R be the reflection,

R y1; y2; :::; ynð Þ ¼ �y1; y2; :::; ynð Þ:
Set ~mðyÞ ¼ mðyÞ; ~V ðyÞ ¼ VðyÞ; ~uðyÞ ¼ uðyÞ; ~f ðyÞ ¼ f ðyÞ; for y 2 B1 \ Q; and

~m yð Þ ¼ ~m Ryð Þ; ~V yð Þ ¼ ~V Ryð Þ; ~u yð Þ ¼ ~u Ryð Þ; ~f yð Þ ¼ ~f Ryð Þ:
Define ~K ¼ K [ RK; then ~u ¼ 0 on ~K : We extend A to B1 by

~A yð Þ ¼ R~A Ryð ÞR:
Note that this is just the appropriate covariance for the changes of variable R since

R ¼ RT ¼ R�1: In this way, we extend the definition of L to an operator ~L on B1.
We claim that ~L~u ¼ ~f weakly on B1 n ~K : To prove this, let g 2 C1ð�B1Þ be such that

the support of g is disjoint from ~K [ @B1: Denote

g� yð Þ ¼ 1
2

g yð Þ þ g Ryð Þ� �
; y 2 B1:

Observe that the � operation symmetrizes g, whereas ~u and ~f are defined so that
they have this symmetry already: ~u� ¼ ~u and ~f � ¼ ~f :
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Denote the inner products on L2ðB1; ~m dxÞ and L2ðB1 \ Q;m dxÞ by h � ; � iB1
and

h � ; � iQ; respectively. Since ~u ¼ ~u�;

h~Ar~u;rgiB1
¼ h~Ar~u�;rgiB1

¼ h~Ar~u;rg�iB1
¼ 2hAru;rg�iQ

Furthermore, using the fact that g�ðyÞ ¼ 0 on K and the weak equation for u on
B1 \ Q; we have

2hAru;rg�iQ ¼ 2hf ; g�iQ�2hVu; g�iQ ¼ h~f ; giB1
�h~V ~u; giB1

:

Combining these two equations,

h~Ar~u;rgiB1
þ h~V ~u; giB1

¼ h~f ; giB1
:

In other words, ~L~u ¼ ~f weakly on B1 n ~K ; which was what we claimed.
We are now in a position to quote local boundary regularity theorems of Gilbarg and

Trudinger. Theorems 8.25 and 8.26 of [25] imply that

sup
B1=2

juj � C jjujjL1 B1ð Þ þ jjf jjL1 B1ð Þ

 �

with a constant C depending only on the ellipticity constants. (Note that the appropriate
notion of supremum for W1;2 functions, based on truncation, is defined just before
Theorem 8.25.)
Next, the local Dirichlet boundary regularity theorem, Theorem 8.27 [25], implies

that since K satisfies the bi-Lipschitz cone condition,5 there is a> 0 such that for
r � 1=4;

osc
Br

u � C ra sup
B1=2

juj:

This proves H€older continuity up to the boundary. w

Lemma 6.2. Let K be a compact subset of M. Let U be a (relatively) open set in M such
that K � U. Then there is a compact set K 0, such that K � K 0 � U; K 0 satisfies the bi-
Lipschitz cone condition.

Proof. To find K 0 given K, cover M with a finite number of coordinate charts each of
which is the bi-Lipschitz image of a closed cube, some of them interior to X and others
with a boundary face on @X: Fix e> 0; and subdivide each closed cube of the covering
dyadically to get a finite covering by cubes of diameter less than e: Note that although
this is not a disjoint covering because of the overlap of the coordinate charts, it is a
finite covering. Define K 0 as the union of cubes in the subdivision that intersect K.
For e sufficiently small K 0 � U: Each individual bi-Lipschitz cube satisfies the bi-

Lipschitz cone condition, so this finite union also satisfies the condition w

The last difficulty that we wish to address is that the Agmon length of paths is not
defined for discontinuous A. Suppose that A is bounded and measurable (and symmet-
ric and uniformly elliptic as in (3.1)). Using convolution on coordinate charts and a

5To apply the theorem as stated one has to make a bi-Lipschitz change of variables to produce an actual cone. This
changes the ellipticity constant by a fixed factor. There is an additional term in the estimate in Theorem 8.27, namely,
the oscillation of u over K \ B ffiffirp : But in our case, this is zero.
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partition of unity, we find a sequence of Ae of continuous uniformly elliptic two-tensors
such that Ae tends pointwise to A as e ! 0: Denote by L and Le the operators on M
corresponding formally in local coordinates to �ð1=mÞdiv ðmArÞ þ V
and �ð1=mÞdiv ðmAerÞ þ V:

Proposition 6.3. Let ke be a bounded sequence, and suppose that Lewe ¼ kewe in the
weak sense on M, and normalize the eigenfunctions by jjwejj ¼ 1 in L2ðMÞ. Then there is
a subsequence ej ! 0 such that

a. wej has a limit w in W1;2ðMÞ norm and in CaðMÞ norm for some a> 0:
b. kej has a limit k and Lw ¼ kw in the weak sense on M.

Proof. By the nondegeneracy of V, the sequence we is uniformly bounded in W1;2ðMÞ
norm. Moreover by de Giorgi-Nash-Moser regularity the sequence is bounded in
CbðMÞ norm for some b> 0: Note that b can be chosen independently of e because
ellipticity constants of Ae are uniformly controlled. By the compactness of CbðMÞ in
CaðMÞ for a< b and the weak compactness of the unit ball of W1;2ðMÞ; there is a sub-
sequence ej ! 0 such that wej converges in CaðMÞ norm to a function w 2 CaðMÞ \
W1;2ðMÞ: Moreover, rwej ! rw weakly in L2ðMÞ and kej ! k as j ! 1: Hence, tak-
ing the weak limit in the equation Lewe ¼ kewe; we obtain, Lw ¼ kw:
It remains to show that rwej tends to rw in L2ðMÞ norm. Indeed, by the dominated

convergence theorem,

jj Aej�Að Þrwjj ! 0 as j ! 1: (6.1)

From now on, we will omit the subscript j from e with the understanding that we
have passed to a subsequence of the Ae and the we: It follows that, along this subse-
quence,

h A�Aeð Þrw;rwi ! 0 and hAerw;rwi ! hArw;rwi:
Furthermore, since jjrwejj is uniformly bounded and by (6.1),

h A�Aeð Þrw;rwei ! 0:

This combined with the weak limit hArw;rwei ! hArw;rwi yields
hAerw;rwei ! hArw;rwi:

Using the identity Lewe ¼ kewe; we write

hAerwe;rwei ¼ ke�hVwe;wei ! k�hVw;wi:
Finally,

hAer we�wð Þ;r we�wð Þi ¼ hAerwe;rwei�2hAerw;rwei þ hAerw;rwi:
The first term of this last expression, hAerwe;rwei ! k�hVw;wi: The second term

tends to �2hArw;rwi and the third term to hArw;rwi: But Lw ¼ kw implies
hArw;rwi ¼ k�hVw;wi: Thus

hAer we�wð Þ;r we�wð Þi ! 0

along the subsequence and rwe tends in L2ðMÞ norm to rw: w
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Let A have bounded measurable coefficients and let Ae be a continuous approxima-
tion as above. Then the compactness argument in the proposition also shows that the
landscape function ue tends uniformly to the landscape function u along a suitable sub-
sequence. Because the Agmon distance functions are uniformly Lipschitz, at the expense
of a further subsequence, one can ensure that this distance also converges uniformly.
Notice that different sequences could, in principle, yield different limiting Agmon dis-
tances. For any of the limits we can now deduce estimates analogous to the ones in the
previous sections.
We illustrate with (4.11) and discuss the subsequent theorems later. Fix l and let Wl be

the subspace of L2ðMÞ spanned by the eigenfunctions of L with eigenvalue � l; and let N be
the dimension ofWl: Denote

le ¼ sup
w2Wl

hLew;wi
hw;wi :

Let we
j ; j ¼ 1; :::; N be the first N eigenfunctions of Le; and let kej be the correspond-

ing eigenvalues. It follows from the min/max principle and the fact that Wl has dimen-
sion N that kej � le; j � N:

We claim that

lim sup
e!0

le � l: (6.2)

In fact, if wj satisfying Lwj ¼ kjwj; j ¼ 1; :::; N; is an orthonormal basis of Wl; then
by the dominated convergence theorem, for every d> 0 there is e0 > 0 such that for
e< e0;

jhLewj;wki�djkkjj � d:

Representing w as a linear combination of the wj, we deduce from kj � l that le �
lþ N2d: Hence (6.2) holds.
By Proposition 6.3, for a suitable subsequence of values of e the orthonormal basis

we
j ; j � N; tends in CaðMÞ and W1;2ðMÞ norm to an orthonormal set of eigenfunctions

of L with eigenvalues � l: Since Wl has dimension N, this limiting set must be a basis
for Wl: Moreover, these eigenfunctions inherit the inequality (4.11).
There is a difference between this statement and the preceding one, applicable to con-

tinuous A. Here we only claim that there exists a basis of the eigenfunctions that satis-
fies (4.11). If an eigenvalue has multiplicity then the estimate may not apply to all
linear combinations of the particular eigenbasis we obtain by taking limits. Thus, we
have not ruled out the possibility that there has to be an extra factor of the multiplicity
of the eigenspace in inequality (4.11). Similarly, in the comparisons with localized eigen-
functions in Theorem 5.1, we can only deduce that they are valid for some basis of
eigenfunctions wj and u‘;j:

We leave open whether in the case of discontinuous A, it is possible to recover the
full theorem for continuous coefficients for eigenfunctions with multiplicity. Another
question that we are leaving open in the discontinuous case is whether the limiting
Agmon distance is unique, that is, does not depend on the choice of the sequence Ae:

Even if the limit is not unique, there could be an optimal (largest) choice of h satisfying
the Agmon bound jrAhj2 � wlðxÞ:
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