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In this Letter, we study the Purcell effect in a 3D disordered dielectric medium through fluorescence

decay rates of nanosized light sources. We report distributions of Purcell factor with non-Gaussian long-

tailed statistics and an enhancement of up to 8 times the average value. We attribute this large enhance-

ment to strong fluctuations of the local density of states induced by near-field scattering sustained by more

than one particle. Our findings go beyond standard diagrammatic and single-scattering models and can be

explained only by taking into account the full near-field interaction.
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The ability to control the interaction between light and
matter is the essence of many research disciplines includ-
ing quantum information, energy harvesting, and sensing.
This can be achieved by placing a light emitter in a local-
ized optical mode and by exploiting the Purcell enhance-
ment, an increase of spontaneous emission probability due
to increased mode coupling [1]. The Purcell factor is a
direct measure of the change in the local density of states
(LDOS). This fundamental quantity drives spontaneous
emission and macroscopic light transport properties [2].

Rich LDOS patterns, which strongly fluctuate in space,
are expected in disordered complex media, due to meso-
scopic fluctuations of the underlying mode structure. The
latter arise from multiple scattering and interference of
both propagating and evanescent (or surface) waves lead-
ing to strong intensity variations (speckles) and coherent
mesoscopic phenomena, such as enhanced backscattering
or Anderson localization [3]. Contrary to intuition, cou-
pling to these modes has proven to enhance both sponta-
neous emission of single-photon sources [4] and collective
stimulated emission processes [5].

In 3D media, pioneering experiments on nanosized
sources at the interface between glass and a disordered
medium [6] have shown both an increase and a reduction of
the LDOS. In other experiments with buried sources, fluc-
tuations of the LDOS that could not be explained by
diffusive models have been observed [7]. In addition, in
2D plasmonic films, LDOS fluctuations have been shown
to carry information on the spatial extent of eigenmodes
[8]. Instead, in 2D electronic systems, LDOS distributions
develop an asymmetric long tail beyond the Gaussian
profile upon increasing the scattering strength [9], even
far from Anderson localization, as recently confirmed by
scanning tunneling microscopy experiments on magnetic
semiconductors [10].

Optical LDOS fluctuations in 3D random media have
been calculated [11] and for infinite systems have been
proved to be equal to the C0 speckle correlation of the

intensity emitted by a point source [12]. While both these
quantities strongly depend on the local near-field environ-
ment of the source and are therefore nonuniversal [13],
their fluctuations have been predicted to be, in a diffusive
scalar approximation, equal to �=k‘, a universal function
of k, the light k vector, and ‘, the mean free path [14]. The
two contrasting pictures of locality and of universal fluc-
tuations determined by a single length ‘ cannot be easily
reconciled.
In this Letter, we report on the measurement of the

statistics of Purcell factors in 3D disordered media which
presents wide and long-tailed statistics. The largest Purcell
enhancement we observe is 8.8 times larger than the aver-
age of the distribution and 10 standard deviations away
from the maximum of the distribution. We explain this
asymmetric and non-Gaussian distribution by taking into
account the full near-field multiple scattering. Our findings
indicate the nonuniversal character of the LDOS fluctua-
tions and therefore of C0.
We have measured the fluorescence dynamics of �300

nanosized light sources randomly placed in a 3D disor-
dered medium. The emitter is a polymer (polystyrene-
divinilbenzene) bead of 24 nm nominal radius internally
doped with red (580–640 nm) Firefly dye molecules (Duke
Scientific). It contains around 102–103 molecules in a small
volume: It is a very bright source needed to overcome the
poor in- and outcoupling through the disordered medium
and has a well-defined, orientation-independent, optical
response. This source is placed inside a 3D disordered
medium made of ZnO powders of refractive index
n ¼ 2:0, polydisperse with average size 140� 50 nm.
The samples have been grown starting from a 5 wt%
(weight-weight percentage) water suspension of ZnO
with 10�6 wt% concentration of fluorescent beads,
through vertical deposition as in Ref. [15]. This low con-
centration guarantees that the density of emitters in the
final sample is small enough to allow for individual
addressing. A scanning electron microscope image of the
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obtained sample is shown in Fig. 1 (left panel). The grown
ZnO samples have been optically characterized by the
optical Ohm’s law, T / ‘=L, as in Ref. [16]. The obtained
transport mean free path is ‘ ¼ 0:9� 0:1 �m at a wave-
length of 600 nm, while the absorption length is ‘a ¼ 30�
10 mm. These values turn into a k‘ ¼ 9:4, much larger
than unity. The transport time in the system, from any point
to the detector, is much smaller (� ps) than the fluores-
cence dynamics observed (� ns).

The sample is illuminated with�50 ps pulsed laser light
at 532 nm, 10 MHz repetition rate, and 0.1 mWof average

power. This pump laser is focused at the sample front face
through a 100� microscope objective with 1.4 numerical
aperture. Because of the diffusive nature of the sample, the
pump light illuminates a 90� wide conical section of the
sample. The spontaneously emitted light of an illuminated
bead is collected via the same microscope objective
through dichroic and bandpass filters which ensure a de-
tection window of 550–650 nm and a better than 1012

suppression of the pump laser.
The measurement is performed in two steps. (1) First,

we locate an individual source by scanning the sample via
wide-field microscopy. The source depth is assessed by
measuring the size of the diffused light spot at the sample
surface. (2) Second, we employ a confocal technique to
direct the light emitted from the source to avalanche photo-
diodes. The fluorescence decay profile is reconstructed by
time-correlated single-photon counting with an overall
better than 100 ps response time. Raw data of three decay
dynamics for emitters on glass and in a ZnO sample are
shown in Fig. 1 (right panel). The reference decay of the
source in air on glass is well fitted to a single-exponential
decay, while inside the scattering medium a log-normal
distribution of decay rates [17] accounts for the contribu-
tion of the many molecules at different positions inside the
fluorescent bead.
The statistical analysis is obtained by repeating this

procedure for many emitters in various samples at a depth
larger than 3 �m in order to avoid surface effects. Figure 2
shows the histogram of the most-likely decay rate extracted
from the fit for various samples. Figure 2(a) is the reference
sample made of fluorescent beads at the interface between
glass and air and between glass and a film of polyvinyl

FIG. 1 (color online). Left panel: Schematic of the experiment
showing a scanning electron microscopy image of the sample
and the illumination or collection geometry. Right panel: Decay
curves (colored lines) and their fit (white line) for different
emitters, two different beads inside the ZnO disordered sample,
and in air, on the glass surface.

FIG. 2 (color online). Decay rates statistics for different experimental geometries (a) for beads on a glass-air and glass-PVA
interface, (b) for beads in the ZnOþ EG sample, and (c),(d) for beads in ZnO. Note that (d) is a zoom out of (c) in log scale that shows
the asymmetric tail and several extremely high rates. The symbols identify the decay curve plotted in Fig. 1: The black triangle and the
blue square identify a bead in the pure ZnO sample, while the red pentagon represents the bead in air on glass in Fig. 1.
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alcohol (PVA) whose refractive index is 1.5. The reference
shows a narrow distribution with a standard deviation of
3:0%� 0:5%, for beads on glass, and 2:3%� 0:3%, for
the beads buried in a PVA film. The normalized variance
varð�Þ=h�i2 is 0.0009 and 0.0005, respectively. These nar-
row distributions and almost single-exponential decays
(see Fig. 1, bead in air) are what one would expect from
a bead with �100 s of molecules inside [18].

Figure 2(b) represents the decay rate distribution mea-
sured for a weakly scattering mediummade of ZnO powder
in air by postdeposition addition of a drop of ethylene
glycol (EG) (n ¼ 1:44), which strongly decreases the di-
electric contrast, thus increasing k‘ to 24. The distribution
obtained is wider than the reference case and shifted
towards larger decays following the increased average
refractive index. The standard deviation equals 0:033�
0:005 ns�1, which is 11%� 2% of the mean; the normal-
ized variance is varð�Þ=h�i2 ¼ 0:012.

Figures 2(c) and 2(d) are the main result of this Letter, as
they show the decay rate distribution in a strongly scattering
mediummade of pure ZnO, for which the high contrast and
scattering (k‘ ¼ 9:4) induce a large fluctuation of decay
rates observed.We observe a persistent fraction of�20% of
the beads which presents decays faster than 0:3 ns�1, more
than expected from a simple Gaussian fit of the main peak
below 0:3 ns�1, i.e., more than 5 times the half width at half
maximum. Moreover, several extreme cases are observed
such as the fast decay plotted in Fig. 1, with a� ¼ 2:8 ns�1,
up to 8.8 times the average. The mean of the full long-tailed
distribution of themost frequent decay rate is 0:31 ns�1, the
maximum 0:25 ns�1, and the standard deviation 0:24�
0:01 ns�1, which is 79%� 4% of themean; the normalized
variance is varð�Þ=h�i2 ¼ 0:62. When we compare our
results to Ref. [7], we found that our data, when analyzed
in the same range 0:2–0:55 ns�1, gave a normalized vari-
ance of the average decay rate of 0.023 very similar to 0.020
as in Ref. [7]. We remark here that the log-normal fit to the
decay curve is very satisfactory for all data.

We attribute the increased decay rates to Purcell en-
hancement and local optical properties, as proposed pre-
viously also in the context of (dielectric) amorphous
polymer matrices [19]. Red emitting dyes (such as
Firefly) have typically unitary quantum efficiency, and
absorption in our ZnO powders is less than 2% (for a
source depth less than 20 �m); therefore, we do exclude
the possibility that the large lifetime changes result from
fluctuations in the number of decay channels. Moreover, all
particles show similar fluorescence intensity, which does
not decrease with the higher rates, confirming the absence
of competitive nonradiative channels. The normalized vari-
ance varð�Þ=�2 measured with values 0.012 for �=k‘ ¼
0:12 and 0.62 for �=k‘ ¼ 0:33 does not scale like �=k‘ as
expected by a diagrammatic, scalar, and single-scattering
model [12]; both the Purcell enhancements and thus the
LDOS are not Gaussian-distributed.

In order to model numerically the qualitative behavior of
the experimental decay rate statistics, we consider a system
of radius R containing randomly distributed scatterers
treated in the electric dipole approximation. The scatterers
are described by their polarizability �ð!Þ ¼ �3�c3�=
½!3ð!�!0 þ i�=2Þ�, where !0 is the resonance fre-
quency, � is the linewidth, and c is the speed of light in
vacuum. The parameters !0 and � are adjusted so that the
scattering cross section corresponds to that of ZnO nano-
particles of size 140 nm at a wavelength � ¼ 2�c=! ¼
610 nm. The density of scatterers is chosen such that
k‘ ¼ 9:4. The emitter is placed at the center r0 of the
sphere and is surrounded by an exclusion volume of radius
R0 ¼ 0:07 �m as shown in the inset in Fig. 3.
Theoretically, in the weak coupling regime, the decay
rate � averaged over the orientation of the emitting dipole
is proportional to Im½TrGðr0; r0; !0Þ� [20]. G is the dyadic
Green function and connects an electric dipole p at posi-
tion r0 to the radiated electric field at position r through the
relation EðrÞ ¼ �0!

2
0Gðr; r0; !0Þp. Numerically, the

computation of the decay rate reduces to a coupled-dipole
numerical computation [21] of the Green function of
the system. Figure 3 shows the numerical distribution of
the decay rate. In particular, we see that the long-tail
behavior for large values of � is recovered.
In addition, thanks to the flexibility of the numerical

method we can compute the LDOS distributions for sys-
tems with the same scattering strength but different micro-
scopic properties. Figure 4 shows that the fluctuations of
the decay rate can be strongly different in systems with the
same value of �=k‘ and different exclusion volume, show-
ing that k‘ cannot be considered as the single parameter
driving the statistical distribution. Moreover, systems with
the same exclusion volume give rise to similar values of C0

and similar statistical line shapes, confirming the crucial
role of near-field interactions at the scale of the exclusion
volume, as predicted in Ref. [13].

FIG. 3 (color online). Numerical distribution of the decay rate
� for ZnO particles normalized by the decay rate in vacuum �0

for R0 ¼ 0:07 �m and R ¼ 1:25 �m. (b) is a logarithmic plot of
(a). Inset: Schematic view of the system.
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We can attribute large values of the Purcell factor to rare
events that create optical modes confined in a small volume
around the source. While similar modes have been dis-
cussed in the context of random lasers [22], our analysis in
terms of the Purcell factor suggest that these confined
optical modes are sustained by near-field interactions be-
tween the emitters and the surrounding ZnO particles. As
our simulations show, near-field interactions of a dipolar
source with more than one particle can give rise to large
LDOS values (Fig. 3), even for scattering events taking
place on distances much smaller than the wavelength.
These events are responsible for the high sensitivity of
the LDOS on the local near-field environment (Fig. 4).
Note, e.g., that the quasistatic (near-field) interaction of a
dipole with a single flat ZnO surface can already change
the LDOS value up to a factor n4 [23].

In conclusion, we have studied the statistics of LDOS by
the Purcell effect for nanosized emitters buried in a 3D
random medium. Long-tailed and non-Gaussian behavior
is evident, with large decay rates. This is not accounted for
by the present analytical model, cannot be reduced to a
single length like ‘, and can be explained only by including
the full near-field multiple-scattering contribution as we
confirmed by numerical simulations. The nonuniversality
of the LDOS distribution makes it a valuable quantity for
sensing or imaging the microscopic structure of complex
media. In contrast to ensemble methods, a single source
approach can provide robust information on the photon
scattering regime, the eventual scattering correlations, or
the transition to Anderson localization.

We thank A. P. Mosk for fruitful discussions. This re-
search was funded by the MICINN, programs FIS2009-
08203, CONSOLIDER CSD2007-046, RyC, Fundació
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FIG. 4 (color online). Numerical distributions of the decay rate
for four different systems with the same value k‘ ¼ 9:4 and
R ¼ 0:63 �m. Curves (a) and (c) correspond to an excluded
radius R0 ¼ 0:07 �m while (b) and (d) to R0 ¼ 0:14 �m.
Curves (c) and (d) are the same as (a) and (b) but with a doubled
density of scatterers.
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